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Abstract

The main goal of this thesis work was to develop, implement and evaluate an algorithm that enables mining association rules from datasets that contain quantified distance information among the items. This was accomplished by extending and enhancing the Apriori Algorithm, which is the standard algorithm to mine association rules. The Apriori algorithm is not able to mine association rules that contain distance information among the items that construct the rules. This thesis enhances the main Apriori property by requiring itemsets forming rules to “deviate properly” in addition to satisfying the minimal support threshold. We say that an itemset deviates properly if all combinations of pair-wise distances among the items are highly conserved in the dataset instances where these items occur. This thesis introduces the notion of proper deviation and provides the precise procedure and measures that characterize it. Integrating the notion of distance preserving frequent itemset and proper deviation into the standard Apriori algorithm leads to the construction of our Distance-Based Association Rule Mining (DARM) algorithm. DARM can be applied in data mining and knowledge discovery from genetic, financial, retail, time sequence data, or any domain where the distance information between items is of importance. This thesis chose the area of gene expression and regulation in eukaryotic organisms as the application domain. The data from the domain was used to produce DARM rules. Sets of those rules were used for building predictive models. The accuracy of those models was tested. In addition, predictive accuracies of the models built with and without distance information were compared.
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1 Introduction

1.1 Context of the Problem

The Knowledge Discovery in Databases (KDD) field is concerned with the development of methods and techniques for making sense of data [FSS96]. Association rule mining [AIS93] identifies collections of data attributes that are statistically related in the underlying data. An association rule is an expression of the form X=>Y where X and Y are disjoint sets of items. In a dataset D, consisting of data instances where every instance is a set of items, the rule X=>Y has support $\text{sup}$, equal to the percentage of the instances of D that contain both X and Y. Support count $\text{supcnt}$ is the number of instances of D that contain both X and Y. The confidence $\text{conf}$ of the rule is the percentage of instances in D that contain Y among those that contain X.

Apriori [AS94] has become the standard algorithm for association rule mining. However, this algorithm is not able to mine association rules that contain distance information among the items that construct the rules. This thesis extended and enhanced the Apriori algorithm in order to extract important patterns from datasets that capture distance information among the items that construct the rules.

1.2 Application Domain

This thesis chose the area of gene expression and regulation in eukaryotic organisms as an application field. The DNA (DeoxyriboNucleic Acid) sequence of these organisms is being collected and stored in computer readable formats with an enormous rate of
progress in the last several years. Every cell in a single eukaryotic organism has the same DNA sequence, unique for that entity. Each DNA has a double strand helical structure. Each strand consists of a chain of nucleotide subunits. There are four nucleotides present in the DNA: adenine (A), guanine (G), thymine (T) and cytosine (C).

A gene is a part of the DNA, which when activated is responsible for the protein production in the cell. Different genes are active in different cells. There are two major factors that make the same genes in the same DNA in one type of cell become active (or be transcribed and then translated into protein) and in another kind of cell stay dormant. The first general factors are the so-called transcriptional proteins. They reside in the cell and interact with the binding sites of the DNA when the respective gene should be activated. Different types of transcriptional proteins are present in different types of cells. The second general factor is the combination of promoter subsequences (or motifs) of the DNA. The promoter is a part of the DNA that is located upstream of the gene and determines whether the gene is active (“on”) or dormant (“off”). This process is illustrated in Figure 1. In this example, three motifs, M1, M2, and M3, which lie in the upstream region of gene X, are interacting with the transcriptional proteins in order to activate gene X.

Molecular biology experiments have shown that not only the existence of the appropriate combination of these motifs, but also the proper pairwise distances among them, are possible preconditions for a gene to be triggered [Whi01]. If the appropriate transcription factors are present in a particular cell, and the corresponding motifs are present on a particular gene, then the transcription factors will bind the motifs and turn
the gene “on” or “off”. We wanted to build association rules that would describe whether a gene is activated or not based on the presence of a certain mixture of motifs and distances among them in given cell type(s).

![Gene expression diagram](image)

**Figure 1. Gene expression**

### 1.3 Problem Statement

The core problem of this thesis was to design and implement an algorithm to generate distance-based association rules. The parameters that measure the quality of the rule are the support (sup), the confidence (conf), and the maximal coefficient of variation of distances (cvd). This last parameter is introduced in this thesis to capture the clustering significance of all pairwise distances of motif (item) members of a rule.

In order to illustrate the meaning and the role of the cvd parameter we extract association rules from the sample data shown in Figure 2.
This sample consists of 9 data sequences related to 9 different gene promoter regions (PR1-PR9). Each data instance consists of two attributes. The first one is a set-valued attribute containing the distinct motifs that are found present in the respective gene promoter region. The second one is the cell type(s) where this gene is expressed (Neural cells or Muscle cells). Boxes=DNA sequences. (Mi)=motif(i). Numbers in the circles=distances between motifs.

Figure 2. Data sample. PR (Type of the cell)) =Promoter region with gene being expressed. in a Neural cell or Muscle cell. Numbers in the circles =distances between motifs.
or Muscle). Pairwise distances among the motifs are also given in Figure 2. These distances are measured in (DNA) basepair positions.

Let us assume that we want association rules that have three motifs in the antecedent and one type of cell in the consequent. If the support threshold is \((2/9) \times 100\% = 22.2\%\) and the confidence threshold is 100\%, applying the standard Apriori [AS94] over this dataset will generate the rules presented in Figure 3.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Antecedent</th>
<th>Consequent</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1:</td>
<td>M1, M2, M5</td>
<td>Neural</td>
<td>33%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>(M1, M2, M5 &amp; Neural present in PR1, PR4, and PR7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2:</td>
<td>M1, M4, M5</td>
<td>Neural</td>
<td>22%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>(M1, M4, M5 &amp; Neural present in PR1, PR2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3:</td>
<td>M2, M4, M5</td>
<td>Neural</td>
<td>22%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>(M2, M4, M5 &amp; Neural present in PR1, PR8)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 3. Rules obtained from standard Apriori**

Rules R2 and R3 in Figure 3 have the same values for support and confidence. Based on those measures no distinction can be made between R2 and R3. However, comparing PR1 and PR2, we notice that M1, M4, and M5 are very similarly clustered with respect to their pairwise distances. In the promoter regions PR1 and PR8 supporting R3, we notice that M2, M4, and M5 are in a different order, and are further apart in PR1 than in PR8. After this small analysis it becomes clear that the second rule is likely to be more significant, from the biological point of view, than the third one. This significance will be
measured by the coefficient of variation of distances (cvd). This coefficient will enable the generation of distance-based association rules.

### 1.4 Related Work

Correlation measure and statistical dependence among the items that construct an association rule are introduced in [BMS97] and [SBM98] respectively. Collective strength [AY98] is used to measure if a group of attributes occur together in the data sequences. Our work relates to these approaches in that we have the same foundational principle of the importance of the statistical dependence among the items. But our work differs in that none of those approaches consider the variation of the distance among the items as a correlation measure.

Miller and Yang [MY97] introduced a type of distance-based association rules. Their work concentrates on datasets that contain numeric attributes. The values of the attributes are discretized into different numbers of bins using clustering. For example if there are six instances of data and the attribute age has values 7,20,22,50,51,53, respectively, they bin the attribute into three bins $[7,7], [20,22], [50,53]$. Binning is performed after the clusters related to the distances among the values are determined. After each numeric attribute is binned in the above manner, association rules are mined from the transformed dataset. Our approach differs from that in [MY97] in that we base our distance measures across different attributes, not within the values of each attribute.

Spatial association rules are explained in [Dun02]. According to their definition for this type of rules, either the antecedent or the consequent of the rule must contain
spatial predicates (such as near). An example of a rule with spatial antecedent and nonspatial consequent is: If a house is located near Central Park, it is expensive. Support and confidence for spatial association rules are calculated in the same manner as for regular association rules. The difference between spatial association rules and regular association rules is that in the former, the underlying database is not viewed as a set of transactions. Instead, it is a set of spatial objects [Dun02]. The spatial predicates that denote the topological relations are considered as given by the data mining query. This approach differs from ours in that it considers spatial relationships of the values of the same attributes across the dataset, while the relationships across the distinct attributes are not explicitly considered.

Previous work at WPI on motif and expression based classification of DNA (MEBCS)-[MPPT01] considered the significance of distances between the motifs that construct the rules in biological data, but only after the Apriori algorithm generated standard association rules. The MEBCS system established the sequential flow of tools and methods for constructing association rules out of DNA sequences. Generation of the association rules in this thesis follows this sequential flow.

1.5 Contribution of This Work

The main contributions of this thesis are the design, implementation, and evaluation of an algorithm for mining distance-based association rules. These rules should increase the significance of the patterns that are mined over data in domains in which distance information is of importance.
2 Background

2.1 Motif Elicitation: The Expectation-Maximization (EM) Algorithm

A preliminary point to this thesis was to obtain real genetic data that contain motifs and distance information among them. First, we needed an apparatus that will find motifs in a collection of DNA sequences. For this purpose the Multiple Expectation and Maximization for Motif Elicitation (MEME) tool was used. The MEME core algorithm extends the expectation maximization (EM) algorithm for identifying motifs in sequences [BE95]. Multiple motifs are found by fitting a two-component finite mixture model to the data [BE94]. Once the motifs are found for a series of sequences, the Motif Alignment and Search Tool (MAST) [BG98] is used to query each single sequence for particular motifs and respective distances between motifs. MEME/MAST can be set to find duplicate occurrences of the motifs as well. All motifs found are denoted by their p values- the probability of the random occurrence of each of the motifs.
Figure 4. MEME-MAST MEME elicits motifs; MAST annotates sequences. Five sample motifs identified by MEME are shown in the input sequences.

The lower the p-value of a motif is, the higher the authenticity of the motif. Annotated motifs and distances are produced as the output of the systems. Typically, MEME is
used to elicit motifs from promoter regions of genes that are all expressed in a particular
cell type. MAST is then used to annotate a group of promoters of interest with these
motifs (Figure 4).

2.2 The Apriori Algorithm

The Apriori algorithm to mine association rules was introduced in [AS94]. Given a
dataset that contains sets of items (called instances), a minimal support threshold, and a
minimal confidence threshold, Apriori mines all the association rules from the dataset
that have support and confidence above the thresholds.

Apriori employs an iterative approach known as level-wise search, where k-itemsets
(itemsets with k items) are used to construct (k+1)-itemsets [HK01]. An itemset is
frequent if it has support greater than or equal to the user defined minimal support. The
Apriori algorithm is based on the Apriori property: “All subsets of a frequent itemset
must be frequent”. The Apriori workflow is shown in Figure 5. In step (1), the set of
frequent 1-itemsets is constructed. This set is denoted by L_1. In the next step the
collection of candidate itemsets C_2 is generated from the frequent itemsets in L_1. In step
(3) the itemsets in C_2 that are not frequent or that contain subsets that are not frequent
(SP) are pruned, obtaining the frequent itemsets in L_2. In step (4) C_3 candidate sets are
generated by joining L_2 with itself. In general, the candidate itemsets at level C_{K+1} are
generated from the itemsets in L_K by joining L_K with itself as follows: If two itemsets
\{a_1, \ldots, a_K\} and \{b_1, \ldots, b_K\} in L_K, whose items are sorted according to a given order,
Figure 5. Regular Apriori Workflow. Minimal support count (msc) is 2, and confidence is 100%. Subset pruned (SP) Support count (S_c).
are such that \( a_1 = b_1 \), \( a_2 = b_2 \), \ldots, and \( a_{k-1} = b_{k-1} \), then the join of these two itemsets \( \{ a_1, \ldots, a_k, b_k \} \) is added to \( C_{K+1} \). Subsequent steps repeat the procedure described by steps 2, 3 and 4 over the higher levels. This process stops when no further candidate itemsets can be generated. Once all the frequent itemsets have been constructed, association rules satisfying the minimal confidence condition are generated. This process is accomplished as follows [HK01]:

1. For each frequent itemset \( F \), generate all nonempty subsets of \( F \).
2. For every nonempty subset \( S \) of \( F \), compute the confidence of the rule:

   \[
   \text{confidence}(S \Rightarrow (F \setminus S)) = \frac{\text{support}_{\text{count}}(F)}{\text{support}_{\text{count}}(S)}
   \]

   If \( \text{confidence}(S \Rightarrow (F \setminus S)) \geq \text{minimal\_confidence} \) threshold, then output the rule.

Given the above example, Apriori will generate 27 rules and they will have the format given on Figure 6.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Confidence</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>M5 (\Rightarrow) M</td>
<td>(conf: 1.0), (sup: 0.6666667)</td>
<td></td>
</tr>
<tr>
<td>M1 &amp;&amp; M2 (\Rightarrow) M5 &amp;&amp; N</td>
<td>(conf: 1.0), (sup: 0.33333334)</td>
<td></td>
</tr>
<tr>
<td>N (\Rightarrow) M5</td>
<td>(conf: 1.0), (sup: 0.6666667)</td>
<td></td>
</tr>
<tr>
<td>M (\Rightarrow) M4</td>
<td>(conf: 1.0), (sup: 33333334)</td>
<td></td>
</tr>
<tr>
<td>M1 &amp;&amp; M (\Rightarrow) M4</td>
<td>(conf: 1.0), (sup: 0.22222222)</td>
<td></td>
</tr>
<tr>
<td>M3 &amp;&amp; M5 (\Rightarrow) N</td>
<td>(conf: 1.0), (sup: 0.22222222)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. A subset of the rules generated by Apriori over the dataset in Figure 5.
2.3 Classification Model

Using our association rules, we wanted to predict whether or not a gene of interest will be expressed in a given type of cell. These rules will have the dependent attribute (gene expressed or not in the given type of cell) in the consequent. Motifs present in the antecedent will be predicting attributes. Association rules whose right-hand-sides are restricted to the classification class attribute are called class association rules (CARs) [LHM98]. A classification model is generated by selecting some (or possibly all) of the rules mined by Apriori. Several different criteria have been proposed for this selection, some of which are described in [LHM98]. If we test this model with a new dataset we can estimate its accuracy. The accuracy of a classification model is the proportion of correct predictions over the total number of predictions made.
3 Our Approach

3.1 Distance-Based Apriori

One of the main goals of this thesis was to build an accurate classification model consisting of association rules that capture distance information. We would expect variability of the distances among motifs to depend upon of the actual sizes of the distances. That is, longer distances would have bigger standard deviations than smaller distances. Thus, to determine whether distances represent similar clustering among promoters we used the coefficient of variation of distances (cvd) introduced in [Zar99]. The cvd of a pair of motifs with respect to an itemset I is the ratio between the standard deviation and the mean of the distances between the motifs taken from the promoter regions that contain I. For the itemset IR1= \{M1, M2, M5\} from the rule R1 in Figure 2 there are three cvd’s: \(cvd_{IR1}(M1,M2)\), \(cvd_{IR1}(M1,M5)\) and \(cvd_{IR1}(M2,M5)\).

In order to calculate the cvd’s, we first calculate the appropriate means and standard deviations. Each mean is calculated upon the distances in the promoter regions where all motif members of the itemset IR1 are present. The distance between say M1 and M2 in PR1 is denoted by \(d_{PR1}(M1,M2)\).

\[
\mu_{IR1}(M1,M2) = \frac{d_{PR1}(M1,M2) + d_{PR4}(M1,M2) + d_{PR7}(M1,M2)}{3} = \frac{340 + 100 + 210}{3} = 216.66
\]
\[ \sigma_{IR1}^{2}(M1, M2) = \sqrt{\frac{1}{3-1} \sum_{i=1,4,7} (d_{PR_i} (M1, M2) - \mu_{IR1} (M1, M2))^2} \]

\[ \approx 120 \]

The coefficient of variation of distances (cvd) for the pair M1,M2 is:

\[ cvd_{IR1}^{2}(M1, M2) = \frac{\sigma_{IR1}^{2}(M1, M2)}{\mu_{IR1} (M1, M2)} = 0.554 \]

In the same manner we calculate the rest of the cvd’s and we obtain the rules that are depicted in Figure 7.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Items</th>
<th>cvd</th>
<th>mean</th>
<th>sdev</th>
<th>cvd</th>
<th>mean</th>
<th>sdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1: M1, M2, M5=&gt;Neural</td>
<td>M1</td>
<td>0.557</td>
<td>216.6</td>
<td>120.0</td>
<td>0.056</td>
<td>250.0</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>0.076</td>
<td>462.0</td>
<td>35.0</td>
<td>0.036</td>
<td>488.0</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>0.433</td>
<td>237.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td></td>
<td></td>
<td></td>
<td>233.0</td>
<td>138.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td></td>
<td></td>
<td></td>
<td>237.0</td>
<td>138.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>103.0</td>
<td>103.0</td>
<td>31.68</td>
</tr>
<tr>
<td>R2: M1, M4, M5=&gt;Neural</td>
<td>M4</td>
<td></td>
<td></td>
<td></td>
<td>0.056</td>
<td>250.0</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>0.036</td>
<td>488.0</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td></td>
<td></td>
<td></td>
<td>0.433</td>
<td>237.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td></td>
<td></td>
<td></td>
<td>233.0</td>
<td>138.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>103.0</td>
<td>103.0</td>
<td>31.68</td>
</tr>
<tr>
<td>R3: M2, M4, M5=&gt;Neural</td>
<td>M4</td>
<td></td>
<td></td>
<td></td>
<td>0.056</td>
<td>250.0</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>0.036</td>
<td>488.0</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td></td>
<td></td>
<td></td>
<td>0.433</td>
<td>237.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M4</td>
<td></td>
<td></td>
<td></td>
<td>233.0</td>
<td>138.0</td>
<td>31.68</td>
</tr>
<tr>
<td></td>
<td>M5</td>
<td></td>
<td></td>
<td></td>
<td>103.0</td>
<td>103.0</td>
<td>31.68</td>
</tr>
</tbody>
</table>

**Figure 7. Distance-Based Association Rules obtained from the dataset in Figure 2**

Now we can illustrate what we want from the system: rules that satisfy the min support and min confidence thresholds, but also such that items in a rule preserve their distances in the dataset instances that support the rule; i.e. their cvd’s are below some
maximal allowed threshold- maxcvd. The maxcvd is given by the user, and cvd’s for each pair of items in the rule should be less than the maxcvd. So, for the rules given in Figure 7, if the user of the system sets maxcvd threshold to be maximum 0.15, rules 1 and 3 will be removed and only rule 2 will stay, since only for the rule 2 all pairwise cvd’s are below the given maxcvd=0.15.

Inclusion of this parameter in the process of mining rules is accomplished by extending the Apriori Algorithm. First, the notion of a frequent itemset is enhanced to the notion of distance preserving frequent (DPF) itemset. In order to be DPF, itemsets need to satisfy the minimal support threshold and in addition to this, the itemset must deviate properly. In general, an itemset I deviates properly if it satisfies the following definition:

Given a minimal support count (msc), a maximum cvd (maxcvd), the set SI of instances that support I, that is the instances in the dataset that contain the itemset I, we say that I deviates properly if for each pair of items Mi, Mj in I there is a subset SIij of SI of cardinality msc for which the cvd(Mi, Mj) in SIij is less than or equal to the maxcvd.

This definition requires each pair of items in an itemset I to have a cvd less than the maxcvd in a subset SIij of SI. If an itemset does not satisfy this condition, it means that no matter what items are added to the itemset in higher levels of the Apriori process, the resulting superset either will fail to have the minimal support required or will contain a pair of items whose cvd is above the maximum cvd allowed. Hence no rules can be generated from this itemset (or any of its supersets) and so itemset can be removed from consideration.
If we look again at the example in Figure 3 we can notice that the itemset I= {M1, M4} is present in PR1, PR2, PR3 and PR5. If we calculate the cvd from all four sequences we obtain $cvd_I(M1,M4)=0.27$. But when R2 is generated we are only interested in the sequences that contain M1, M4, and M5 together, and those are PR1 and PR2. If we calculate cvd for itemset {M1, M4} only from PR1 and PR2 we obtain $cvd_I(M1,M4)=0.0564$. This is below the maxcvd and it is calculated from the same number of sequences (two) as the value of the minimal support count (two) for this example. Hence we say that this itemset deviates properly. Figure 8 presents our procedure to determine if a frequent itemset deviates properly. This procedure returns true if the input itemset I deviates properly, and returns false otherwise.

```c
bool deviates_properly(Itemset I, msc, maxcvd)
//PRE: ItemSet I is nonempty; msc is the minimal support count, maxcvd is the maximum cvd and they //are positive numbers.
//POST: returns true if the Itemset I deviates properly; returns false otherwise.
{
    numOfSeq= number of the instances in the dataset;

    for each pair of items in I do{
        { If   the procedure combinations_deviate_properly (Pair, msc, numOfSeq, maxcvd) returns false
            return false } 
    }
    return true;
}
```

Figure 8. Deviates_properly Procedure

A simple illustration of the deviates_properly workflow can be given for the itemset I={M1, M4} from our dataset. First, the function deviates_properly is called with required parameters {M1, M4}, msc=2 and maxcvd =0.15.
Since there is only one pair of items in \{M1,M4\} we call the function combinations_deviate_properly with required parameters (\{M1, M4\}, 2, 4, 0.15). Since the number of data instances where this pair is found is four (PR1, PR2, PR3 and PR5) and msc is 2, there are three subsets of 2 promoter regions and each should be tested for their cvd’s. Those three subsets are created using the procedure createTheSubsets. The createTheSubsets procedure first sorts the distances taken from the four promoter regions. In this example, the sorted array of distances will be 190, 240,260, and 360. Then according to the procedure three subsets of size two will be created: \{190,240\}, \{240,260\} and \{260,360\}. Only these three subsets need to be checked if their cvd’s are below the maxcvd, since all other subsets of two that can be created from this array will have larger cvd’s than at least one of these three pairs. Calculating the cvd(M1,M4) from

```
bool combinations_deviate_properly (Pair P, msc, numOfSeq, maxcvd) {
    //PRE: P is a Pair of items, msc is the minimal support count, numOfSeq is the number
    //of sequences, maxcvd is the maximum cvd and they are positive numbers.
    //POST: returns true if there is a subset of instances in the dataset, with cardinality msc,
    //such the cvd of the distances between the items of the pair P in those instances is less
    //than the maxcvd

    howmanySubsets= numOfSeq - msc +1;

    //each subset will contain msc data instances
    Vector allSubsets=createTheSubsets (P, howmanySubsets, msc); (see figure 10)

    for each subset from allSubsets do{
        calculate the subset’s cvd ;
        if  (cvd < maxcvd)
            {  return true;  }
    }

    return false;
}
```
the subset \{240,260\} will give \(\text{cvd}(M1,M4)=0.056\). Since 0.056<0.15 this is enough to conclude that the itemset I deviates properly.

```csharp
Vector createTheSubsets (Pair P, int howmanySubsets, msc){
    //PRE: P is a Pair of items, howmanySubsets is the number of subsets, and msc is the
    //minimal support count and they are positive numbers.
    //POST: Exactly (howmanySubsets) subsets are created, stored in the vector allSubsets
    //and returned by this procedure

    Calculate the distances between the two items, in the pair from
    all promoter regions where the pair is present
    sort these distances and store them in the array DistanceArray;
    create new Vector called allSubsets that will hold all the subsets of
    size msc of those distances

    for(int i=0; i<howmanySubsets;i++){
        create the i-th subset from the members of the DistanceArray starting
        from the i-th index and ending at the (i+msc)-th index;
        store the created subset in the vector allSubsets;
    }
    return allSubsets;
}
```

**Figure 10. CreateTheSubsets Procedure**

The createTheSubsets procedure is based on the fact that the cvd between any two items members of the pair P will increase if we consider substituting some element of the distance array that is further apart from either the lower or the upper bound of the current member elements of the pair. For example if we consider the array subset \{190,260\} or \{240, 360\} instead of the subset \{190,240\}, they will have the bigger deviation and cvd as well. This observation is based on the fact that the standard deviation increases with the increase of the distance among the items. If we have distances between a pair of items measured in n regions, our approach needs to test only \((n-msc+1)\) subsets to check if there is a cvd lower than the maximal one.
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Figure 11. Deviates_properly procedure prunes the itemsets that are not DPF itemsets. Minimal support count (msc) is 2, and confidence is 100%. Subset pruned (SP) Support count (S_c).
This is a linear time $O(n)$ procedure that will provide the information if the itemset is a DPF itemset. Figure 11 illustrates how our procedure for testing if an itemset is DPF changes the original Apriori algorithm’s flow.

The notation in Figure 11 refers to our application domain: M1-M5 are the motifs found in the 9 promoter regions given in Figure 2. Item M denotes the expression in the muscle cells, while N denotes expression in the neural cells. The procedure deviates properly will test only pairs created from the itemset that contain the motifs. So the pair \{M3, N\} cannot be tested since there is not a notion of distance between the item that represents the Motif M3 and the item N that represents the expression Neural.

Using our approach on the Apriori example given in Figure 5 will lead to the process of pruning some of the itemsets because they are not DPF. In Figure 11 the itemsets that will be pruned away because they are not DPF itemsets (given the maxcvd is 0.15) are marked with black. From this figure we can notice that for example the itemset $I=\{M1, M4\}$ will not be pruned because we have shown above that this itemset deviates properly. Illustrative example for the itemset that will be pruned is given in the Figure 12. Figure 12 shows the pruning of the itemset \{M2, M5\} that belongs to the set of frequent itemsets $L2$ from Figure 11. The itemset \{M2, M5\} is present in four promoter regions PR1,PR4,PR7 and PR8 (given in Figure 2). The minimal support count for this example is 2 and the maxcvd is 0.15. The Combinations_deviate_properly procedure will create three subsets from the distances between M1 and M5. These distances are taken from the four promoter regions where M1 and M5 occur together and
they are 36, 150, 210, and 350. The subsets of cardinality equal to the msc are \{36, 150\}, \{150,210\} and \{210,350\}.

The subsets of cardinality equal to the msc are \{36, 150\}, \{150,210\} and \{210,350\}. The cvd’s calculated from these pairs, are (0.86), (0.235) and (0.35) respectively. Since none of them is less than the maxcvd (0.15) the itemset \{M2, M5\} does not deviate properly.

All other itemsets marked with black in Figure 11 are pruned following the same course of action as we followed for the itemset \{M2, M5\}.

Our Distance Association Rule Mining (DARM) produces rules from distance preserving frequent (DPF) itemsets in same manner as regular Apriori produces rules from frequent itemsets. What we know for the DPF itemsets is that they are DPF when calculated from a number of instances equal to the minimal support count. If the support of the rule to be produced is larger than the minimal support count, we check again if the itemset is DPF,

Figure 12. The itemset \{M2,M5\} does not deviate properly for maxcvd=0.15
but now calculated from all instances that support the rule. If the itemset is DPF, we record the statistics (each pairwise mean, standard deviation and cvd) and the rule is produced. For example, DARM will try to produce rules from the DPF \{M_1, M_5, N\} taken from set of frequent itemsets L3 from Figure 11. If the cvd for the pair \{M_1, M_5\} calculated from all the instances that contain the itemset \{M_1, M_5, N\} (in this case four) is below the cvd threshold, the rules will be produced.

So, our approach enhances the main Apriori property; now all nonempty subsets of a DPF itemset must also be DPF itemsets. The extension of this property and the encapsulation of the deviates_properly procedure in the Apriori algorithm build the skeleton of DARM and introduce a significant improvement, in terms of the frequent itemsets generated, over the approach not to use the deviates properly procedure and to mine distance-based rules from all frequent itemsets that the standard Apriori would produce.

### 3.2 Model Construction

We build our classification models over a training set of data. Our classification models consist of class association rules. Given a test data instance, a class association rule will classify it correctly if the antecedent of the rule is present in the test instance and the class predicted by the rule is the same as the class of the test instance.

Two different classification models are used for the experimental evaluation of this thesis work. The first one is called the All Rules classifier. This classifier consists of all class
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association rules (rules that have the item that denotes the gene expression in the consequent of the rule) produced by DARM. The second follows the CBA model construction approach described in [LHM98]. The CBA model construction first sorts the rules by confidence, then by support. Then the association rules that classify correctly at least one instance from the training data are selected. Rules are added to the model one at a time in the order in which they occur after sorting them. Initially the first rule is included in the model. The resulting classifier is tested on the training instances for the error rate (the ratio of incorrect predictions over the training data). This process is repeated until exhausting the association rules or exhausting the training instances. The subset of the rules with lowest error rate is the final CBA model. This CBA model contains a default rule that is applied to test instances for which none of the other rules in the model apply. The default class is the majority class of the unclassified training instances. See [Pal03] for further details.

3.3 Implementation

The implementation of the DARM algorithm was done in the Waikato Environment for Knowledge Analysis (WEKA) [FW99]. WEKA is an open source data mining and machine learning system from the University of Waikato, New Zealand. The DARM algorithm presented in this thesis has been developed with careful consideration of its feasibility within the WEKA environment. In the past several years the WEKA system has been improved by the students in the Knowledge Discovery in Databases
research group at WPI(KDDRG) [Pal03], [Pra03], [Sto02] and [Sho01]. This system is now called WPI-WEKA. DARM is now part of the WPI-WEKA system.

The sequence diagram of the DARM’s main procedures with the present WPI-WEKA modules is given in the Figure 13. DARM’s modules are rounded by thick frames. They are invoked by the existing module called ARMinerApriori. This module is responsible for the level-wise generation of the frequent itemsets. On each level before claiming the itemset as frequent the ARMinerApriori invokes the procedure deviates_properly in order to check if the itemset is a DPF itemset. The procedure deviates_properly interacts with the procedures  Combinations_deviate_properly and createTheSubsets in the same manner as explained in Section 3.1.. If the itemset does not deviate properly, it is pruned from future consideration by the ARMinerApriori module.

![Sequence Diagram](image)

Figure 13. DARM’s interaction with the WEKA-WPI modules for mining frequent itemsets

Once all the frequent itemsets have been determined by the ARMinerApriori, AprioriSetsAndSequences model calls the AprioriRules module to generate the
association rules satisfying the minimal confidence condition (Figure 13). AprioriRules sends the rules that satisfy the minimal confidence condition and have support bigger than the minimal support count to the DARM’s module Final_deviates_properly. This module tests if the itemset that builds the rule is a DPF, but now calculated from all instances that support the rule. If the itemset is not a DPF this rule is pruned.

After the rules are produced they are outputted by the WPI-WEKA system (Figure 14). Rules contain all the distance statistics: means, standard deviations and cvd’s for each pair of items members of the rule, presented in a format similar to the rules given in Figure 7.
4 Experimental Evaluation

In this section, we provide the results from testing our DARM system. First, the data are described, and the dataset construction process is explained. Then the evaluation metrics are defined. In the experimental protocol two phases of the experimental evaluation are described. The first phase shows the savings of the DARM during the process of mining association rules. The second phase shows the testing of the classification models consisting of DARM rules.

4.1 Data Description

We use two sets of data for our experiments. The first one contains genetic data for C.Briggsae and the second one contains data from C.Elegans. C.Elegans and C.Briggsae are soil nematodes. DNA of those organisms are completely sequenced and transformed in computer readable formats. Many of the genes of those organisms have been determined. These facts have made C.Elegans and C.Briggsae genomes the subject of many computational biology analysis and experiments.

The C.Briggsae data that we used for our experiments contained the promoter regions of 31 genes and the cell types where the genes are expressed. There are a total of five cell types in the dataset. The C.Elegans data that we used for our experiments contained the promoter regions of 57 genes and one cell type where the gene is expressed.
In order to obtain the motifs responsible for gene expression for one cell type, first MEME was run over the promoter sequences associated with the genes expressed in that cell type. MEME is run with an option to find multiple occurrences of each motif in a single promoter region. After the motifs are identified they are given as input to MAST, together with all the promoter regions. MAST annotates those promoter regions with the occurrences of the given motifs. The file outputted by MAST is used as an input to the MASTToARFF module written for this thesis that takes the MAST file and transforms it into the ARFF format. If there is more than one occurrence of a motif in a promoter region, our module selects the occurrence of the motif with the lowest p-value, i.e. the most significant occurrence of the motif according to MAST.

The ARFF format includes a data row for each gene, the cell expression of the gene, the motifs present in the promoter region of the gene, and the location of the most significant occurrence of each motif in terms of the starting and ending point of the motif (counted from the start of the gene). Appendix A contains the ARFF files used for our experiments. There are five ARFF files for C.Briggsae data, one for each cell type as described below. Appendix A also contains the ARFF file used for the experiments with C.Elegans data, although only the header of the ARFF file and a few illustrative data instances were included to save space.

The five cell types used were PanNeural, ASENeural, ASKNeural, OLLNeural, and BodyWall. PanNeural means that all neural cells express the gene; promoters in this class are thus a subset of those expressed in the particular neural cells ASE, ASK, and OLL. As described above, each dataset contains 31 promoter regions. MEME, MAST and
MASTToARFF are used to find the motifs for each cell type separately. The number of motifs and the number of genes expressed in each of the five data files are given in Figure 15.

<table>
<thead>
<tr>
<th>C.Briggsae</th>
<th>Number of motifs</th>
<th>Number of Genes Expressed</th>
<th>Percentage of Genes Expressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PanNeural</td>
<td>25</td>
<td>17</td>
<td>(17/31)*100=54%</td>
</tr>
<tr>
<td>ASENeural</td>
<td>25</td>
<td>21</td>
<td>(21/31)*100=67%</td>
</tr>
<tr>
<td>ASKNeural</td>
<td>28</td>
<td>24</td>
<td>(24/31)*100=77%</td>
</tr>
<tr>
<td>OLLNeural</td>
<td>24</td>
<td>19</td>
<td>(19/31)*100=61%</td>
</tr>
<tr>
<td>BodyWall</td>
<td>27</td>
<td>20</td>
<td>(20/31)*100=64%</td>
</tr>
</tbody>
</table>

**Figure 15. C.Briggsae data statistics**

Also the dataset from the PanNeural cell type from *C.Elegans* is used. This dataset is obtained using the same methodology as for *C.Briggsae*. The number of promoter regions for this dataset is 57. The statistics for this dataset are given in Figure 16.

<table>
<thead>
<tr>
<th>C.Elegans</th>
<th>Number of motifs</th>
<th>Number of Genes Expressed</th>
<th>Percentage of Genes Expressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>PanNeural</td>
<td>28</td>
<td>17</td>
<td>(17/51)*100=29%</td>
</tr>
</tbody>
</table>

**Figure 16. C.Elegans data statistics**

### 4.2 Evaluation Metrics

We evaluate our classification models in terms of their accuracy. Accuracy is the proportion of correct predictions over the total number of predictions made.

A typical example of how to use a rule to predict the expression of a novel gene can be shown if we test Rule 2 from Figure 7. If the gene’s promoter contains motifs M1, M4, and M5 and distances among them are within plus or minus one standard deviation from the respective pairwise means recorded in rule R2, it will be predicted that the gene...
will be expressed in neural cells. Figure 19 shows an example of how this rule is applied. Assume that a novel gene is given and that motifs M1, M4 and M5 are present in the promoter region of the gene. Assume also that the distances between M1 and M4, M1 and M5, and M4 and M5 are 260, 475 and 215 respectively. Since those distances lie between the corresponding mean plus/minus one standard deviation, then the rule applies to this new gene and predicts that the gene is expressed in neural cells.

4.3 Experimental Results and Analysis

Our experimental protocol is divided into four phases. The first phase is to test the savings of the DARM during the process of mining association rules. The second phase is to test the classification accuracy of the models consisting of the DARM rules. The third
phase is to visualize the top rules in each of those modes. The forth and final phase is to compare the accuracies of models consisting of DARM rules against the accuracies of the models consisting of regular rules.

4.3.1 Comparison of Frequent Itemsets vs. DPF Itemsets

In order to assess the advantages of our enhancement of the Apriori algorithm, we compared this enhancement against a naïve approach to obtain distance-based association rules using regular Apriori. In this naïve approach, regular Apriori is used to generate frequent itemsets and rules from them. Then each rule is annotated with the cvd values of all the pairs of items in the rule, and finally only those rules that satisfy the maximal cvd threshold are kept. Both our enhanced Apriori and this naïve approach output the same set of rules.

![Figure 18. DARM Savings](image_url)
However the naïve approach would consider many more unnecessary itemsets than our DARM approach would. Figure 18 summarizes the number of itemsets considered by both methods over the five C.Briggsae datasets. It is expected that the decrease of the number of the frequent itemsets yields savings during the mining process.

4.3.2 Distance-Based Models

The second phase of our experiments is to gauge the influence of the introduction of the cvd parameter in the process of mining association rules. In particular we observe the behavior of the mining algorithm and the accuracy of the resulting models as a function of the coefficient of the variation of distances. For the experiments shown in Figure 19, the same datasets are used for the model building and for the model testing. For the experimental results shown in Figure 20, 66% of the data was used for the model building and the rest of the data for the model testing. For both of the experimental approaches, for each of the five cell datasets, five CBA models are constructed and their accuracies are presented as well. CBA models contain only the rules that have cvd’s less than 0.5. Comparison of those results can be made with experiments with the same dataset with ZeroR classifier (classifier that always predicts the majority class of the training instances). This classifier will give the results same as the percentages for gene expression in Figure 15 (since the gene expression is the majority class in all five cell types). For the experiments given in Figure 19 we can conclude that for the all five cell type obtained higher classification accuracy that of ZeroR.
Classification accuracy (CBA Model, Weighted prediction, cvd=0.5, minsup=0.2, minconf=0.2)

For the experiments given in Figure 20 we can conclude that the PanNeural and CBBodyWall models obtained higher classification accuracy, while the rest three obtained lower classification accuracy than that of ZeroR.

Next, using the same experimental settings stratified 10-fold cross validation was performed over the five cell types from *C.Briggsae*. Tenfold cross-validation divides the data in ten parts, having the class attribute (cell expression in our case) distributed in each fold following the same distribution of the class attribute in the full dataset. The training model is constructed on nine folds, and testing is performed on the tenth fold. This process is repeated 10 times, having each of the folds as testing set. The overall classification accuracy for the 10 folds is obtained by averaging the accuracies obtained from the individual folds.
Figure 20. Cross-validation using 66% split of the datasets

For the 10-fold cross validation given in Figure 21 we can also compare the results with ZeroR and conclude that CBPanNeural, CBASKNeural, CBBodyWall and CBBollNeural models obtained higher classification accuracy than ZeroR.
4.3.3 Visualizations of the Distance-Based Models

The best rules (sorted by confidence then support) for each of the CBA models over C.Briggsae and C.Elegans are visualized in Figures 22-27. From those visualizations we can see that the bigger the cvd, the bigger the deviations between the motif distances. The rule M9&M16=>CBASENeural in Figure 23, has the smallest cvd from all the rules given in these visualizations. So if we compare the variation of the distances between motifs from this rule and all the other rules we can visually notice that this variation is much smaller for this rule than for the others.
Figure 22. Visualizations of the first and second top rules from the CBA-C.Elegans-PanNerual cell model.
Figure 23. Visualization of the top rule from the CBA-C.Briggsae-ASENeural cell model.

Figure 24. Visualization of the top rule from the CBA-C.Briggsae-ASKNeural cell model.
Figure 25. Visualization of the top rule from the CBA-C.Briggsae-BodyWall cell model.

Figure 26. Visualization of the top rule from the CBA-C.Briggsae-OLLNeural cell model.
4.3.4 Comparison of the DARM Model vs. Regular Models

One of the goals of this thesis work was to compare the classification models obtained from classification rules with and without the encapsulated notion of distance. For this experimental evaluation, models built over the PanNeural dataset were used, since this dataset contains near 60%-40% distribution of the class values. Classification accuracy for both CBA models is shown in Figure 28. for C.Briggsae, and in Figure 29 for C.Elegans.
Figure 28. Comparison of the distance-based and regular models (C. Briggsae)

![Comparison of the accuracy of the CBA models built upon the regular Apriori Rules and DARM Rules](image1)

Comparison of the CBA models built upon the regular Apriori rules and the DARM rules

![Comparison of the CBA models built upon the regular Apriori rules and the DARM rules](image2)

Figure 29. Comparison of the distance-based models and regular models (C. Elegans)
In addition to the experiments run with the CBA model, 10-fold cross validation was performed with the All Rules model (Figure 30). This classifier consists of all class association rules (rules that have the item that denotes the gene expression in the consequent of the rule) produced by DARM. This classifier does not have a default rule and hence instances to which none of the rules apply remain unclassified. The accuracy of the model is calculated only from the test instances that can be classified. Rules that are part of the AllRules models obtained with same parameter settings as the experiments in Figure 30 are given in Appendix B.

![Classification accuracy, 10 fold cross-validation. Datasets are given on the X-axis. 1.PanNeural 2.CBBASENeural 3.CBASKNeural 4.CBBodyWall 5.CBBOLLNeural](image)

**Figure 30. All Rules model (C. Briggsae)**

In these experiments we used weighted prediction. If for a given test instance several rules in the model apply and make different predictions, then each predicted value is
weighted by the sum of the confidences of those rules that predict that value. The predicted value with the highest weight is chosen as the model’s prediction for the test instance.
5 Conclusions and Future Work

The goal of this thesis was to design, implement, and evaluate an algorithm for mining distance-based association rules. We have accomplished this goal by extending and enhancing the Apriori algorithm. The Apriori algorithm is not able to mine association rules that contain distance information among the items that construct the rules. Our distance-based association rule mining algorithm (DARM) is able to use distance information during the mining process and is able to construct rules that make explicit both co-occurrences of items and distance-preservation patterns in the data.

The DARM implementation provided in this thesis produced significant savings over the regular Apriori process of mining frequent itemsets. DARM rules are capable of mining more significant patterns from the application domain data than the standard Apriori. Classification models built with DARM rules were shown to have better classification accuracy than the standard Apriori models.

This thesis presented an application of distance-based association rule mining to the area of gene expression. However the functionality of the DARM algorithm is independent from the application domain. The DARM algorithm developed for this thesis can be used for data mining and knowledge discovery from genetic, financial, retail, time sequence data, or any domain where the distance information between items is of importance. In order to manipulate data from other domains, the only requirement is that data instances contain numeric distances between the occurring items.
Our DARM algorithm restricts the number of occurrences of an item in a data instance to at most one. Future work on the DARM algorithm should include the ability to handle multiple occurrences of an item in a data instance and hence multiple distances between two items in an instance. This restriction was imposed in order to have a well-defined notion of distance between pairs of items. This future extension should yield a certain advantage in the significance and accuracies of the resulting rules in application domains where multiple occurrences of the items are of importance.
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APPENDIX A - ARFF files for CBriggsae and C.Elegans

1. CBASENeural

% Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance)
% 
% Expressed in
% 
gaa-1 8.5e-40 2010
Snt-1 7.8e-33 2040
F25B3.3 1.4e-31 2039
unc-119 2e-28 2040
osm-3 5e-24 1983
unc-115 9.8e-24 2024
rgs-1 2e-22 2040
tax-4 2.1e-20 2040
syd-2 5.6e-18 2040
sgn-1 1.4e-12 1920
eat-16 2e-12 2040
C41G11.3 6.7e-12 2043
C32E8.7 1.2e-11 2039
snb-1 5.5e-11 1998
eaex-1 6.3e-11 2040
C06G1.4 2.6e-10 2100
B0272.2 2.4e-09 2013
che-3 7e-08 2040
egl-10 4e-07 2000
C01C4.1 8.5e-07 2045
ncs-1 1.1e-05 2042

% Not expressed in
%
F44B9.2 1.7e-19 2056
eat-4 7.6e-08 2040
F07C3.4 6.3e-07 2040
unc-68 7.1e-07 2105
T28B4.1 5.9e-06 2040
gpa-14 2.1e-05 2040
unc-97 4.3e-05 2040
gpa-15 9.5e-05 2037
F10F2.1 0.0038 2014
odr-10 0.48 2036

% MOTIF WIDTH BEST POSSIBLE MATCH
% --------------------- ----------------------
%   M1    15   CTCTTCTCTCTCTCTC
%   M2    15   GAAGAGAGAGAGAGAGAGAGA
%   M3    15   GAAAAATACCAAAAA
%   M5    15   CGAATCTGGTTGGAA
%   M6    15   TTGTCAGCTGACAAA
%   M8    15   GAACCGAGATAATTG
%   M9    15   TTACCTGCTCTTCTGT
%   M10   15   AAAATTTTTTTTTTTT
%   M11   12   TTGTGATGTGTTT
%   M12   12   ATTTCTGAAAA
%   M13   15   GTGAGCTTATTAG
%   M15   15   GCCCCCCCGAACTGAG
%   M16   15   GTGCGCGGCGGGGTTG
%   M17   15   CCTCTAATAGAAGGG
%   M18   15   GCTGAGATGCGACCC
%   M19   15   TAACCTTGGCCCAT
%   M20   11   GGCTCCACCC
%   M21    9   AGGAGGTTC
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@relation CBASENeural
@attribute CBASENeural {yes,no} @attribute M1 string @attribute M2 string @attribute M3 string @attribute M5 string @attribute M6 string @attribute M8 string @attribute M9 string @attribute M10 string @attribute M11 string @attribute M12 string @attribute M13 string @attribute M15 string @attribute M16 string @attribute M17 string @attribute M18 string @attribute M19 string @attribute M20 string @attribute M21 string @attribute M22 string @attribute M23 string @attribute M24 string @attribute M25 string @attribute M27 string @attribute M29 string @attribute M30 string
@data

', {'1902:1917'},
no, {'1322:1334'},
no, {'1420:1435'},

2.CBASKNeural

% CBASKNeural
% Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance

# Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance

% CBASKNeural
% Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance
Expressed in:

gaa-1 2.2e-47 2010
Snt-1 2e-31 2040
F25B3.3 8.9e-30 2039
unc-119 2e-29 2040
osm-3 6.6e-26 1983
tax-4 1.3e-23 2040
unc-115 1.7e-23 2024
rgs-1 4.6e-23 2040
syd-2 9.7e-20 2040
eat-4 1.8e-16 2040
eat-16 1.6e-13 2040
sex-1 5.1e-12 2040
gpa-14 7.2e-12 2040
sam-1 2.3e-10 1920
B0272.2 2.5e-09 2013
C06G1.4 2.6e-09 2037
snb-1 2.7e-08 1998
C32B8.7 5.3e-08 2039
che-3 8.5e-08 2040
C41G11.3 1.3e-07 2043
C01C4.1 3.7e-07 2045
gpa-15 4.3e-07 2037
egl-10 2.5e-06 2000
odr-10 0.0005 2036

Not Expressed in:

F44B9.2 1.4e-28 2056
F07C3.4 8.4e-13 2040
unc-68 3.3e-06 2105
unc-97 1.2e-05 2040
ncs-1 0.00083 2042
F10F2.1 0.012 2014
T28B4.1 0.019 2040

MOTIF WIDTH BEST POSSIBLE MATCH
----- ----- -------------------
  1 15 GAAGAAAAGAGAGGA
  2 15 TCTCCCTCTCTCTTC
  3 12 AAAACCTGAAAA
  5 15 CGCCGCGGCGCCTGC
  6 15 GAACCGAGATAATTG
  7 15 CCTCTAATAGAAGGG
  8 15 CGGAATCTGTTGGA
  9 15 AAAAGGTGTAATCT
 10 15 TTTTCACATTTTGC
 11 15 GAGCCCAATTTATC
 13 15 AAAATTTTTCAATTTT
 14 15 TCTGTAATAAGATAT
 15 12 ATTTCTGAAAA
 16 11 GTGGCGCGGAG
 17 15 ACAGGTTTTTACGGTA
 18 15 GCTCAAAAGTGCAAGC
 19 15 TATAGGCAACATTT
 20 15 ATGGGTTGGGTGAA
 21 15 TCTCTCTCTCTACT
 22 15 GAGCAGTAAAATGGAG
 23 13 GTGCGGGGTTGGTG
 24 15 CGCCACGACCTCTTC
 25 15 GAGCGAGGCGGGCC
 26 15 GGAAGGGGCGCGGCA
 27 15 TGCTGGGTGGGGGG
 28 15 GGGCGAGGAAGCTCC
 29 12 GAGGCGCGCCCTT
 30 12 GCGCGCGGGAG
@relation 'CBASKNeural-Final'
@attribute CBASKNeural {yes,no}
@attribute M1 string
@attribute M2 string
@attribute M3 string
@attribute M5 string
@attribute M6 string
@attribute M7 string
@attribute M8 string
@attribute M9 string
@attribute M10 string
@attribute M11 string
@attribute M13 string
@attribute M14 string
@attribute M15 string
@attribute M16 string
@attribute M17 string
@attribute M18 string
@attribute M19 string
@attribute M20 string
@attribute M21 string
@attribute M22 string
@attribute M23 string
@attribute M24 string
@attribute M25 string
@attribute M26 string
@attribute M27 string
@attribute M28 string
@attribute M29 string
@attribute M30 string

@data
3.CBBodyWall

CBBodyWall
Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance

Expressed in:
F07C3.4 1.3e-30 2040
gsa-1 8.6e-26 2010
C06G1.4 3.1e-25 2037
F44B9.2 7.4e-17 2056
B0272.2: 2.2e-15 2013
unc-97 1e-13 2040
syd-2 3e-12 2040
egl-10 8.4e-12 2000
eat-16 2.8e-10 2040
unc-68 7.5e-09 2105
T28B4.1 2.2e-08 2040

Not Expressed in:
F25B3.3 2e-13 2039
Snt-1 2.7e-11 2040
tax-4 1e-07 2040
unc-119 3.5e-07 2040
osm-3 1.4e-06 1983
rgs-1 1.2e-05 2040
unc-115 0.0041 2024
eat-4 0.011 2040
gpa-14 0.02 2040
gpa-15 0.034 2037
snb-1 0.04 1998
che-3 0.04 2040
C41G11.3 0.058 2043
aex-1 0.36 2040
C32E8.7 0.58 2039
sng-1 0.88 1920
ncs-1 1.4 2042
F10F2.1 5.3 2014
C01C4.1 6 2045
odr-10 8.8 2036

MOTIF WIDTH BEST POSSIBLE MATCH
----- ----- -------------------
  1  15 AAGAAAAAGAGAGAG
  2  15 CCTTCTCTTCTCTCT
  3  15 TCTGAAAAATCTGAAA
  4  15 CCACCCCCGCCACCG
  5  15 TTTATCAGTTGACAA
  6  15 GGCTCTCTATTAGAG
  7  12 GTGTTCCTCCTCC
  8  11 GAAATAAAAAA
  9  15 GGAACCGAGATAATT
 10  15 TGCAGGTGCCGGCGCGG
 11  15 TTTCTCGGTTGCTGTT
 12  15 GTTTGAAAAGTITTTTC
 13  15 ATTTATGATAAAACA
 14  15 CGCCGGCTCCCTCGTGC
 15  12 CCCGCCGATCG
 16  15 CCGGAAATCGGACTCG
 17  15 AGTGGGAATGGGAAT
 18  9 TTTCCTGG
 19  8 GCACGTCG
% 21  8   CCGGCCCG
% 23  15   GCCAGTAGAGGCGGC
% 25  12   CTCCCCACACTA
% 26  12   GGAGGTCCTCCC
% 27  15   GTCCGGTCGCCAATG
% 28  14   GGTTGGTCTCCTCG
% 29  15   TGCTGCTTGCTCCCT
% 30  15   TGGCTCGGTGCCCAC
%
%
@relation 'CBBodyWall-Final'

@attribute CBBodyWallExpr {yes,no}
@attribute M1 string
@attribute M2 string
@attribute M3 string
@attribute M4 string
@attribute M5 string
@attribute M6 string
@attribute M7 string
@attribute M8 string
@attribute M9 string
@attribute M10 string
@attribute M11 string
@attribute M12 string
@attribute M13 string
@attribute M14 string
@attribute M15 string
@attribute M16 string
@attribute M17 string
@attribute M18 string
@attribute M19 string
@attribute M21 string
@attribute M23 string
@attribute M25 string
@attribute M26 string
@attribute M27 string
@attribute M28 string
@attribute M29 string
@attribute M30 string

@data
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4.CBOLLNeural

CBOLLNeural(whole)
Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance)

Expressed in:

1. gsa-1 4.5e-46 2010
2. F25B3.3 1.3e-34 2039
3. rgs-1 1.7e-32 2040
4. Snt-1 2.8e-31 2040
5. unc-119 1.5e-29 2040
6. unc-115 1.3e-24 2024
7. syd-2 1.2e-20 2040
8. eat-4 3.2e-20 2040
9. sng-1 5.8e-18 1920
10. snb-1 7.3e-16 1998
11. C32E8.7 4.5e-15 2039
12. eat-16 5.4e-15 2040
13. che-3 2.7e-14 2040
14. egl-10 2.4e-13 2000
15. aex-1 6.2e-13 2040
16. C06G1.4 6.9e-13 2100
17. C41G11.3 1.1e-12 2043
18. B0272.2 2.2e-11 2013
19. C01C4.1 9.8e-08 2045

Not Expressed in:

F44B9.2 1.1e-25 2056
osm-3 1.2e-17 1983
F07C3.4 1.5e-13 2040
unc-68 3.3e-12 2105
gpa-14 9.7e-09 2040
T28B4.1 1.2e-08 2040
tax-4 2.3e-08 2040
unc-97 3.3e-07 2040
gpa-15 1.5e-05 2037
ncs-1 1.6e-05 2042
FI0F2.1 0.00009 2014
odr-10 0.00003 2036

MOTIF WIDTH BEST POSSIBLE MATCH
--------- ------- -------------------
1 15 GAAGAGAGAGAGAGA
2 15 CTCTCTCTCTCTCTCTCT
6 15 CGAATCTGGTTGGAAA
7 14 TTATCTCGGTTTCT
8 15 ATTTATACGTGGAC
9 15 GAACGTGAGATAATTG
12 15 GTTTGCCAGAAAAAT
13 15 TGGAAAAATTTGAAA
14 15 GCCCTTCTATTAGAG
15 15 CTCTAATAGAAGAGAG
16 12 CCGCTTCCGCT
17 15 ATAGGGGGTGCAAA
18 15 GTGTCAGCTAAGAAAA
19 12 CCCACCATTCC
20 12 GCGGGGGGGCCG
21 15 GAGGCAACCGGTGCC
22 15 GAAAGTTTTTGGAGAG
24 15 ATAGGGGTTATTGGCC
25 15 TGATCCCCCGAAATG
26 15 TGGGCTCCGCCAGTC
@relation 'CBOLLNeural-Final'
@attribute CBOLLNeural {yes,no}
@attribute M1 string
@attribute M2 string
@attribute M6 string
@attribute M7 string
@attribute M8 string
@attribute M9 string
@attribute M12 string
@attribute M13 string
@attribute M14 string
@attribute M15 string
@attribute M16 string
@attribute M17 string
@attribute M18 string
@attribute M19 string
@attribute M20 string
@attribute M21 string
@attribute M22 string
@attribute M24 string
@attribute M25 string
@attribute M26 string
@attribute M27 string
@attribute M28 string
@attribute M29 string
@attribute M30 string

@data


5. CBPanNeural

Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance

Expressed in:

gsa-1 5.3e-41 2010

F2SB3.3 1.3e-31 2039
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unc-119 3.4e-29 2040
rgs-1 4.2e-27 2040
Snt-1 4.9e-27 2040
unc-115 9e-27 2024
egl-10 2.6e-23 2000
sng-1 2.7e-18 1920
eat-16 3.2e-18 2040
syd-2 6.4e-18 2040
snb-1 7.5e-15 1998
C41G11.3 1e-13 2043
C06G1.4 1.6e-13 2100
aex-1 1.6e-11 2040
B0272.2 9.1e-11 2013
C32E8.7 7.8e-09 2039
C01C4.1 1.1e-08 2045

NotExpressed in:
F44B9.2 1e-21 2056
osm-3 1.3e-18 1983
eat-4 1.9e-12 2040
F07C3.4 9.2e-12 2040
unc-68 9.3e-08 2105
gpa-15 5.2e-07 2037
tax-4 5.8e-07 2040
T28B4.1 9.9e-07 2040
unc-97 1.2e-06 2040
gpa-14 3.7e-06 2040
che-3 0.0003 2040
F10F2.1 0.00052 2014
ncs-1 0.024 2042
odr-10 0.94 2036

MOTIF WIDTH BEST POSSIBLE MATCH
------- ------- -----------------------------------
 1 15 CTCTCCCTCTTCTTC
 2 15 GAAGAAGAGAGAGA
 5 15 CGAATCTGGTTGGA
 6 15 ATTTATCAGTTGAC
 7 15 GTGGGCTTCTTATTAG
 9 15 CGAGATAATTGAGCT
12 12 TTTTGATTTT
13 14 TTATCCAGTTTCT
14 15 CCTTAATAGAAAGCC
15 15 ATTCGGGGGTGCAAA
16 15 TTGTCGACTAATAAA
17 12 ACCGCTCTCCGC
18 15 AGCGAGCGGACAC
19 15 GTTTATCATAATATC
20 12 GTGCGGGGGCC
21 15 TACTGTTCTCCTG
22 11 CCGGGCGACCG
23 15 CCCCTCTCTACCCCC
24 15 CCGGATACCGAAC
25 12 ACAAGTTTTTGCG
26 15 CCTACCCCGACACCC
27 12 CCGTTCTCTC
28 15 TCTTTTGACACCTC
29 12 GCCACCGGGGCC
30 12 GGGTTACTGTAG

@relation 'CBPPanNeural-Final'
@attribute CBPPanNeuralExpr {yes,no}
@attribute M1 string
@attribute M2 string
@attribute M5 string
@attribute M6 string
@attribute M7 string
@attribute M9 string
@attribute M12 string
@attribute M13 string
@attribute M14 string
@attribute M15 string
@attribute M16 string
@attribute M17 string
@attribute M18 string
@attribute M19 string
@attribute M20 string
@attribute M21 string
@attribute M22 string
@attribute M23 string
@attribute M24 string
@attribute M25 string
@attribute M26 string
@attribute M27 string
@attribute M28 string
@attribute M29 string
@attribute M30 string
@data
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6. C. elegans PanNeural

\% CEPanNeural
\% Contains the following promoter regions (they appear as data instances in order of appearance from the first to the last data instance

\% goa-1 3.5e-29 9717 Expression:yes
\% C06G1.4 1.4e-28 3258 Expression:yes
\% C41G11.3 1.5e-23 11702 Expression:yes
\% unc-11 1.1e-19 1918 Expression:yes
@relation 'CEPanNeural-weka.filters.AttributeFilter-R5,23'

@attribute Expression {yes,no}
@attribute M1 string
@attribute M2 string
@attribute M3 string
@attribute M4 string
@attribute M5 string
@attribute M6 string
@attribute M7 string
@attribute M8 string
@attribute M9 string
@attribute M10 string
@attribute M11 string
@attribute M12 string
@attribute M13 string
@attribute M14 string
@attribute M15 string
@attribute M16 string
@attribute M17 string
@attribute M18 string
@attribute M19 string
@attribute M20 string
@attribute M21 string
@attribute M23 string
@attribute M24 string
@attribute M25 string
@attribute M26 string
@attribute M27 string
@attribute M28 string
@attribute M29 string
@attribute M30 string

@data

yes,'(3462:3478)','(8816:8832)'.

…………………………………………………………………………………………………………………………………………………………
……………………………………………………………………………………………………………………………………………………………………………………………………………………………………
APPENDIX B – Rules part of the AllRules models (minsup=0.2, minconf=0.2, cvd=0.5) for CBriggsae.

1. CBASENeural

1. CBASENeural \rightarrow M2 \& M11 \rightarrow CBASENeural\text{-}yes [Conf: 0.6666667, Sup: 0.516129]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 852.0 \\
   &\text{sdev} \quad X \quad 395.0 \\
   &\text{M2} \\
   &\text{M11}
   \end{align*}

2. CBASENeural \rightarrow M8 \& M10 \rightarrow CBASENeural\text{-}yes [Conf: 0.75, Sup: 0.38709676]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 634.0 \\
   &\text{sdev} \quad X \quad 305.0 \\
   &\text{M8} \\
   &\text{M10}
   \end{align*}

3. CBASENeural \rightarrow M1 \& M13 \rightarrow CBASENeural\text{-}yes [Conf: 0.6923077, Sup: 0.29032257]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 924.0 \\
   &\text{sdev} \quad X \quad 453.0 \\
   &\text{M1} \\
   &\text{M13}
   \end{align*}

4. CBASENeural \rightarrow M3 \& M29 \rightarrow CBASENeural\text{-}yes [Conf: 0.78571427, Sup: 0.3548387]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 945.0 \\
   &\text{sdev} \quad X \quad 440.0 \\
   &\text{M3} \\
   &\text{M29}
   \end{align*}

5. CBASENeural \rightarrow M9 \& M16 \rightarrow CBASENeural\text{-}yes [Conf: 1.0, Sup: 0.32258064]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 833.0 \\
   &\text{sdev} \quad X \quad 296.0 \\
   &\text{M9} \\
   &\text{M16}
   \end{align*}

6. CBASENeural \rightarrow M1 \& M17 \rightarrow CBASENeural\text{-}yes [Conf: 0.5714286, Sup: 0.2580645]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 850.0 \\
   &\text{sdev} \quad X \quad 390.0 \\
   &\text{M1} \\
   &\text{M17}
   \end{align*}

7. CBASENeural \rightarrow M2 \& M6 \rightarrow CBASENeural\text{-}yes [Conf: 0.5714286, Sup: 0.2580645]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 844.0 \\
   &\text{sdev} \quad X \quad 240.0 \\
   &\text{M2} \\
   &\text{M6}
   \end{align*}

8. CBASENeural \rightarrow M3 \& M20 \rightarrow CBASENeural\text{-}yes [Conf: 0.8, Sup: 0.2580645]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{mean} \quad X \quad 1103.0 \\
   &\text{sdev} \quad X \quad 515.0 \\
   &\text{M3} \\
   &\text{M20}
   \end{align*}

9. CBASENeural \rightarrow M12 \& M16 \rightarrow CBASENeural\text{-}yes [Conf: 1.0, Sup: 0.29032257]
   \begin{align*}
   &\text{cvd} \quad X \\
   &\text{M12} \\
   &\text{M16}
   \end{align*}
2. CBASKNeural

1. M1 && M6 --&gt; CBASKNeural=yes [Conf: 0.6923077, Sup: 0.29032257]
   M1
   mean X 737.0
   sdev X 334.0
   M6
cvd X 0.453

2. M7 && M10 --&gt; CBASKNeural=yes [Conf: 0.8125, Sup: 0.41935483]
   M7
   mean X 785.0
   sdev X 361.0
   M10
cvd X 0.460

3. M1 && M9 --&gt; CBASKNeural=yes [Conf: 0.6666667, Sup: 0.32258064]
   M1
   mean X 742.0
   sdev X 333.0
   M9
cvd X 0.448

4. M1 && M11 --&gt; CBASKNeural=yes [Conf: 0.90909094, Sup: 0.32258064]
   M1
   mean X 945.0
   sdev X 407.0
   M11
cvd X 0.431

5. M1 && M14 --&gt; CBASKNeural=yes [Conf: 0.75, Sup: 0.29032257]
   M1
   mean X 879.0
   sdev X 331.0
   M14
cvd X 0.376

6. M7 && M13 --&gt; CBASKNeural=yes [Conf: 0.8666667, Sup: 0.41935483]
   M7
   mean X 694.0
   sdev X 323.0
   M13
cvd X 0.465

7. M5 && M10 --&gt; CBASKNeural=yes [Conf: 0.90909094, Sup: 0.32258064]
   M5
   mean X 1134.0
   sdev X 514.0
   M10
cvd X 0.452

8. M5 && M19 --&gt; CBASKNeural=yes [Conf: 0.8888889, Sup: 0.2580645]
   M5
   mean X 595.0
   sdev X 188.0
   M19
cvd X 0.316

9. M5 && M10 && M19 --&gt; CBASKNeural=yes [Conf: 0.8888889, Sup: 0.2580645]
   M5
   mean X 1046.0
   sdev X 595.0
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>510.0</th>
<th>188.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>cvd</td>
<td>X</td>
<td>X</td>
<td>0.463</td>
</tr>
<tr>
<td>M10</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>834.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>386.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

10. M19 && M21 --> CBASKNeural=yes [Conf: 1.0, Sup: 0.41935483]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.497</th>
</tr>
</thead>
<tbody>
<tr>
<td>M19</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>808.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>402.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11. M21 && M22 --> CBASKNeural=yes [Conf: 1.0, Sup: 0.32258064]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.302</th>
</tr>
</thead>
<tbody>
<tr>
<td>M21</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>872.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>264.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

12. M2 && M19 --> CBASKNeural=yes [Conf: 0.7777778, Sup: 0.4516129]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.488</th>
</tr>
</thead>
<tbody>
<tr>
<td>M21</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>868.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>424.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

13. M11 && M24 --> CBASKNeural=yes [Conf: 1.0, Sup: 0.2580645]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.474</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>972.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>461.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

14. M1 && M19 --> CBASKNeural=yes [Conf: 0.78571427, Sup: 0.3548387]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.404</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>918.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>372.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

15. M1 && M27 --> CBASKNeural=yes [Conf: 0.75, Sup: 0.29032257]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.434</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>798.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>347.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

16. M6 && M22 --> CBASKNeural=yes [Conf: 0.8888889, Sup: 0.2580645]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.398</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>647.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>257.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

17. M2 && M14 --> CBASKNeural=yes [Conf: 0.71428573, Sup: 0.32258064]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.488</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>806.0</td>
<td></td>
</tr>
<tr>
<td>sdev</td>
<td>X</td>
<td>X</td>
<td>394.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

18. M14 && M21 --> CBASKNeural=yes [Conf: 1.0, Sup: 0.29032257]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>sdev</th>
<th>X</th>
<th>0.334</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11</td>
<td>mean</td>
<td>X</td>
<td>X</td>
<td>1035.0</td>
<td></td>
</tr>
</tbody>
</table>
### 3. CBBodyWall

1. **M5 & M17** $\Rightarrow$ CBBodyWallExpr=no  
   - **Conf:** 0.71428573, **Sup:** 0.32258064
   - \[ \text{cvd} X 0.474 \]
   - \[ \text{mean} X 522.0 \]
   - \[ \text{sdev} X 248.0 \]

2. **M2 & M12** $\Rightarrow$ CBBodyWallExpr=yes  
   - **Conf:** 0.4285714, **Sup:** 0.29032257
   - \[ \text{cvd} X 0.483 \]
   - \[ \text{mean} X 936.0 \]
   - \[ \text{sdev} X 452.0 \]

3. **M2 & M5** $\Rightarrow$ CBBodyWallExpr=no  
   - **Conf:** 0.6363636, **Sup:** 0.4516129
   - \[ \text{cvd} X 0.473 \]
   - \[ \text{mean} X 1006.0 \]
   - \[ \text{sdev} X 477.0 \]

4. **M2 & M12** $\Rightarrow$ CBBodyWallExpr=no  
   - **Conf:** 0.57142854, **Sup:** 0.38709676
   - \[ \text{cvd} X 0.488 \]
   - \[ \text{mean} X 789.0 \]
   - \[ \text{sdev} X 385.0 \]

5. **M3 & M17** $\Rightarrow$ CBBodyWallExpr=no  
   - **Conf:** 0.6666667, **Sup:** 0.32258064
   - \[ \text{cvd} X 0.373 \]
   - \[ \text{mean} X 981.0 \]
   - \[ \text{sdev} X 366.0 \]

6. **M8 & M13** $\Rightarrow$ CBBodyWallExpr=no  
   - **Conf:** 0.6666667, **Sup:** 0.32258064
   - \[ \text{cvd} X 0.481 \]
   - \[ \text{mean} X 1092.0 \]
   - \[ \text{sdev} X 526.0 \]

### 4. CBOLLNeural

1. **M1 & M7** $\Rightarrow$ CBOLLNeural=yes  
   - **Conf:** 0.6315789, **Sup:** 0.38709676
   - \[ \text{cvd} X 0.439 \]
   - \[ \text{mean} X 979.0 \]
5. CBPanNeural

1. M1 & M7  \rightarrow  CBPPanNeuralExpr=yes  [Conf: 0.8666667, Sup: 0.41935483]
   \begin{align*}
   & \text{cvd} \times 0.423 \\
   & \text{M1} \\
   & \text{mean} \times 995.0 \\
   & \text{sdev} \times 422.0 \\
   \end{align*}

2. M1 & M12 \rightarrow  CBPPanNeuralExpr=yes  [Conf: 0.60714287, Sup: 0.5483871]
   \begin{align*}
   & \text{cvd} \times 0.945 \\
   & \text{M1} \\
   \end{align*}
<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3. M2 &amp; M7  --&gt; CBPPanNeuralExpr=yes [Conf: 0.8666667, Sup: 0.41935483]</td>
<td>M2</td>
<td>M7</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>1001.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>392.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. M1 &amp; M25  --&gt; CBPPanNeuralExpr=yes [Conf: 0.5555555, Sup: 0.48387095]</td>
<td>M1</td>
<td>M25</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>892.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>421.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. M6 &amp; M28  --&gt; CBPPanNeuralExpr=yes [Conf: 0.6, Sup: 0.29032257]</td>
<td>M6</td>
<td>M28</td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>468.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>227.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. M24 &amp; M28  --&gt; CBPPanNeuralExpr=yes [Conf: 0.9166667, Sup: 0.3548387]</td>
<td>M24</td>
<td>M28</td>
<td></td>
</tr>
<tr>
<td>M24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>863.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>385.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. M1 &amp; M16  --&gt; CBPPanNeuralExpr=yes [Conf: 0.54545456, Sup: 0.38709676]</td>
<td>M1</td>
<td>M16</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>886.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>277.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. M16 &amp; M28  --&gt; CBPPanNeuralExpr=yes [Conf: 0.5625, Sup: 0.29032257]</td>
<td>M16</td>
<td>M28</td>
<td></td>
</tr>
<tr>
<td>M16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>790.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>342.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. M2 &amp; M16  --&gt; CBPPanNeuralExpr=no [Conf: 0.45454547, Sup: 0.32258064]</td>
<td>M2</td>
<td>M16</td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>1196.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>522.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. M12 &amp; M13  --&gt; CBPPanNeuralExpr=no [Conf: 0.5, Sup: 0.3548387]</td>
<td>M12</td>
<td>M13</td>
<td></td>
</tr>
<tr>
<td>M12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean X</td>
<td>835.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sdev X</td>
<td>408.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>