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Abstract

This dissertation focuses on real-time decision-making for large-scale domain search and object classification using Multiple Autonomous Vehicles (MAV). In recent years, MAV systems have attracted considerable attention and have been widely utilized. Of particular interest is their application to search and classification under limited sensory capabilities. Since search requires sensor mobility and classification requires a sensor to stay within the vicinity of an object, search and classification are two competing tasks. Therefore, there is a need to develop real-time sensor allocation decision-making strategies to guarantee task accomplishment. These decisions are especially crucial when the domain is much larger than the field-of-view of a sensor, or when the number of objects to be found and classified is much larger than that of available sensors.

In this work, the search problem is formulated as a coverage control problem, which aims at collecting enough data at every point within the domain to construct an awareness map. The object classification problem seeks to satisfactorily categorize the property of each found object of interest. The decision-making strategies include both sensor allocation decisions and vehicle motion control. The awareness-, Bayesian-, and risk-based decision-making strategies are developed in sequence. The awareness-based approach is developed under a deterministic framework, while the latter two are developed under a probabilistic framework where uncertainty in sensor measurement is taken into account. The risk-based decision-making strategy also analyzes the effect of measurement cost. It is further extended to an integrated detection and estimation problem with applications in optimal sensor management. Simulation-based studies are performed to confirm the effectiveness of the proposed algorithms.
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Chapter 1

Introduction

This dissertation investigates real-time decision-making strategies for domain search and object classification treated as tasks competing for the same limited sensory resources using Multiple Autonomous Vehicles (MAV) over large-scale domains. This chapter is organized as follows. Section 1.1 introduces the motivation and objectives of this research. Section 1.2 reviews the related literature on MAV systems, domain search, object classification and tracking, and decision-making strategies. Section 1.3 summarizes the organization of this dissertation. Section 1.4 lists the research contribution.

1.1 Motivation and Objectives

In many domain search and object classification problems, including aerial search and rescue/destroy, surveillance, space imaging systems, mine countermeasures, and wildfire control, the effective management of limited available sensing resources is key to mission success [53, 144].

There are two basic objectives in a search and classification problem. The objective for domain search is to find each object of interest in a given domain and fix its position in
space (and time for dynamic objects). The objective for object classification is to observe each found object until the desired amount of information has been collected to determine the property of the object. The characteristics of interest may include geometric shape, categorization, nature of electromagnetic emissions and object property. When the object is mobile, the objective is to track its state (e.g., position and velocity).

Given limited sensory capabilities, it is crucial to allocate resources (which vehicle should search/classify what?) and assign tasks (should a vehicle search or classify?) using the most efficient way possible. A sensor vehicle can perform either the search mission or the classification mission, but not both at the same time (search requires mobility and classification requires neighboring the object). On one hand, with limited available observations in the presence of sensor errors, a sensor may give a false alarm of object presence while there is actually none, miss detection of a critical object, or report incorrect classifications. On the other hand, taking exhaustive observations at one particular location of interest may result in losing the opportunity to find and classify possibly more critical objects at other locations within the domain. Hence, a vehicle sensor has to decide on whether to continue searching more unknown objects and sacrifice the decision accuracy, or keep taking observations at the current location and ignore elsewhere in the domain. This is especially true when 1) the size of the mission domain is much larger as compared to the limited sensory range of the vehicles, and 2) the number of unknown objects to be detected and classified is greater than that of available MAVs. Here, a large-scale domain is defined as a domain if a set of static limited-range sensors can not cover every point within it even in the worst case scenario when all the sensory ranges are disjoint.

This decision-making is critical in applications where one can not afford to search the whole space first and then classify, or classify until full certainty before proceeding with the search. For example, in search and rescue, if the vehicle sensor finds all potential human victims first, and then goes about classifying which are human victims and which
are not, and decides to rescue only the classified human victims, by then, many victims could have passed away. On the contrary, if the vehicle sensor decides to classify each found object first with extremely high certainty before continuing to search, that may come at the cost of delaying the detection of critically injured victims who may pass away if not detected sooner. This also applies to scenarios where objects could be harmful (e.g., timed explosives) if their detection and classification is delayed. Therefore, there is a pressing need to develop MAV systems that seek to collect, process data and complete tasks efficiently under constrained resources.

Figure 1.1 illustrates a typical scenario for search and rescue using MAVs. Let $D$ be a large-scale mission domain. The green and red dots represent unknown objects of interest to be found and classified. They are assumed to possess different properties and the number of objects is much larger than that of the available MAVs. Based on the progress of the search and rescue mission, each vehicle makes real-time decisions regarding whether to look for more objects within the domain, or keep taking observations at current locations. In this dissertation, both deterministic and probabilistic decision-making strategies will be investigated to guarantee the detection and classification of all unknown objects of interest under such scenarios.

1.2 Literature Review

1.2.1 Multiple Autonomous Vehicle Systems

Many applications have emerged in recent years that rely on the use of a network of sensor-equipped MAVs to collect and process data [37, 39, 66, 73, 114]. This can be attributed to advances in relatively inexpensive and miniaturized networking and sensor technologies. The applications have widely spread over military, civilian and commercial areas and often involve tasks in adversarial and highly dynamic environments. In
particular, MAVs have been increasingly used to perform operations that were traditionally carried out by humans, especially for missions that require operations in dangerous and highly dynamic environments that are hazardous to human operators. The advantages of autonomous vehicles over humans are (1) minimum risk of loss of human lives (e.g., search and rescue operations in hostile environments), and (2) more efficient computational power for data processing and real-time decision making as opposed to the limitations on human cognition, especially under stressful conditions. However, due to the limitations on computation and communication capabilities of a single on-board sensor, existing MAV systems are easily overwhelmed when dealing with large-scale information management. This then opens a niche for the current research on intelligent decision-making and task allocation scheme under limited sensory resources of the MAV systems.

There is rich literature on the control and applications of MAV systems. The coordination of MAVs has been a significant field of research with a broad range of applications in mobile robotics, intelligent highways, air traffic control, satellite clusters and so on. [95] provides a survey of recent research and future directions in cooperative control of MAV
systems. Specific areas of interest include formation control, cooperative tasking, rendezvous, coverage, and consensus.

Graph theory [48] has been widely utilized on this topic. In [35], the authors use the Laplacian of a formation graph and present a Nyquist-like criterion for unmanned aerial vehicles (UAVs) formation stabilization. In [100], the authors study the MAV distributed formation control problem using potential functions obtained naturally from the structural constraints of a desired formation. The work in [65] focuses on the attitude alignment of MAVs using nearest neighbor rules. In [101], the multi-agent consensus problem is addressed under either fixed or switching topology, directed or undirected information flow in the absence or presence of communication delays.

Optimization-based approach is another large category of techniques for MAVs coordinated control. In [84], a decomposition team-optimal strategy is proposed for the rendezvous of multiple UAVs at a predetermined target location. The objective is to maximize the survivability of the UAVs. In [31], the MAV optimal formation control problem is investigated using receding horizon control. Mixed-integer linear programming (MILP) method has also been used for MAVs coordination problems because of its modeling capability and available commercial softwares [4, 9, 32]. The information-theoretic methods are well established, which seeks to maximize the information measures [49, 51].

Apart from the above work, the areas of particular interest in this dissertation include using MAV systems for domain search and object classification, as well as the management of sensory resources. Section 1.2.2 discusses the work on coverage control, object detection, classification and tracking with MAVs. The literature on task assignment and sensor management using MAV systems will be provided in Section 6.1 of Chapter 6.
1.2.2 Domain Search, Object Classification and Tracking

The problem of domain search, unknown object classification and tracking has wide applications on humanitarian as well as military operations. Examples include but are not limited to the search-and-rescue operations in the open sea or sparsely populated areas [40], search and destroy missions for previously spotted enemy targets in multi-targeting/multi-platform battlefield [118], terrain acquisition [79], multi-agent (in particular, satellite) imaging systems [57], intelligent highway/vehicle systems [22], fire detection and prevention [26], mine clearing [27], room vacuuming [97], and lawn mowing [1].

Domain search deals with the problem of unknown object search and detection within a given domain. This problem usually requires the MAV systems to sense all reachable areas in the mission domain to achieve some objective function, e.g., minimum amount of time, maximum information, shortest path, etc. (see, for example [2, 20] and references therein). In [10], an excellent survey of the major results in search theory is provided. The problem of complete search for a target is studied in [55, 116, 130]. In [147], a probabilistic approach for domain search and path planning is proposed with multiple UAVs under global communications. The objective is to minimize the environment uncertainty in a finite amount of search time. The uncertainty map is updated using the Dempster-Shafer evidential method via sensor fusion. With the same goal, in [119], the authors present an agent-based negotiation scheme for a multi-UAV search operation with limited sensory and communication ranges. In [8], the problem of searching an area containing both regions of opportunity and hazard with multiple cooperative UAVs is considered. An alternate approach for searching in an uncertain environment is Simultaneous Localization and Mapping (SLAM) [74]. In [124], the occupancy grid mapping algorithm is addressed, which generates maps from noisy observations given foreknown robot pose. It is often used after solving a SLAM problem to generate robot navigation path from the raw sensor endpoints. In the robotics literature, a significant amount of research can be found in the
field of robot motion planning [71, 79] and coverage path planning [47, 68, 120, 145, 146].

In this dissertation, domain search is treated as the coverage control problem using sensor networks [6, 15, 134], where the vehicle sensor is controlled in such a way that the entire search domain can be covered. There are three major categories in coverage control, that is, optimal localization of immobile vehicle sensors, optimal redeployment/reconfiguration of mobile sensors, and dynamic coverage control using mobile sensors. Under the scenario of large-scale mission domains where vehicle mobility is required, the third class of coverage control approach is adopted in this work. The goal is to dynamically cover every point within the domain using MAVs mounted with on-board sensors until achieving full coverage/awareness of the search environment. This problem is closely related to the coverage path planning problem in robotics. More details are provided in Chapter 2.

Unknown object classification and tracking together with domain search are generally treated as concurrent tasks that require the cooperation and/or decision-making of MAVs. Section 1.2.3 will provide a more detailed review of existing literature in this area and the comparison with the strategies proposed in this dissertation. This section first reviews some related work with focus on classification and tracking. In [17], the authors address the problem of cooperative target classification using distributed UAVs. The views of neighboring vehicles are stochastically combined to maximize the probability of correct classification. In [16], the authors further discuss the capacitated transhipment and market-based bidding approaches to vehicle assignment for cooperative classification. A similar cooperative classification scheme is discussed in [64] for munition problems, which aids in reducing the false target attack rate. A binary object classification model is presented in [36], which a task load balancing scheme is proposed to cope with the uncertain results in task completion. In [42], a heuristic agreement strategy is presented for the cooperative control of UAVs. The authors associate a classification difficulty with
each target, and a classification effort with each UAV. In [91], teams of UAVs are utilized to track moving targets in a cooperative convoy escort mission. The UAVs follow the convoy based on the shared GPS information from the ground vehicles and track suspicious attackers based on the live video. A hierarchical, hybrid control architecture is proposed for the cooperative tracking strategy. In [77], a class of collaborative signal processing techniques is investigated with focus on a vehicle tracking application using sensor networks. A leader-based information-driven tracking scheme is presented, which enables energy-efficient sensor selection. In [85], a cooperative acoustic tracking method is presented using binary-detection sensor networks. The tracking algorithm records the detection time of each sensor and performs line fitting for object’s position estimates. The work in [69] discusses the trajectory tracking problem that requires the collective centroid of a group of nonholonomic UAVs to travel at a reference velocity. A cooperative tracking mechanism using multiple mobile sensors is provided in [33]. Detected targets are clustered using K-means clustering technique to minimize the number of required mobile sensors. An Extended Kohonen neural network is used as the tracking algorithm and an auction-based consensus mechanism is used as the cooperative strategy between trackers. In [92], a probabilistic tracking approach based on Condensation algorithm is proposed. Multiple pan-tilt-zoom cameras are used to track the objects with a level of reliability for belief updates.

1.2.3 Decision-Making for Search, Classification and Tracking

Although the literature in domain search, object classification and tracking is rich, little attention has been paid to the real-time decision-making for tasks competing for the same set of limited sensory resources.

Coordinated search and classification/tracking has been studied mainly for optimal path planning and state estimation in the literature. In [118], a distributed sequential
auction scheme is presented for a multi-robot search and destroy operation. Local communications between neighbors are allowed and the shared information is used to make the decision. The control goal is to allocate an agent to an object and complete the mission in minimum time. Inspired by work on particle filter, in [117] the authors develop a strategy to dynamically control the relative configuration of sensor teams in order to get optimal estimates for target tracking through multi-sensor fusion. In [12, 13], the authors use the Beta distribution to model the level of confidence of target existence for an UAV search task. The minimum number of observations needed to achieve a probability threshold is derived. In [114], a cooperative control scheme based on Fischer information measure is proposed for the optimal path planning of a team of UAVs in a ground target tracking problem. In [127], a pursuit-evasion game and map building are combined in a probabilistic game theoretic framework, where sub-optimal pursuit policies are presented to minimize the expected capture time. In [81], the author proposes a Bayesian-based multitarget-multisensor management scheme. The approximation strategy, based on probability hypothesis densities, seeks to maximize the the expected number of targets. In [39], the target existence probability gain from searching a point is used as a cost function to determine the vehicle’s optimal path. In [104], the control goal is to maximize the total number of observed objects and the amount of observation time of each. In [73], an optimal decision policy for the routing and munitions management of multiple formations of unmanned combat vehicles is proposed with imperfect information about adversarial ground units. A Recursive Bayesian Filter (RBF) is used for environment estimate. The threat type and location probabilities of the ground units are taken into account for classification. However, the underlying assumption made in the above research is that there is only a single object to be found, classified and tracked, or, the search domain is small and the sensing resources are not limited and, thus are not a concern.

The development of a unified framework for search and tracking problems has also
been studied in several papers [40, 41, 125]. In [40], the authors investigate search-and-tracking using grid-based RBF with foreknown multi-target positions, but in the presence of noise. The results are extended in [72] to dynamic search spaces based on forward reachable set analysis. In [41], an element-based method is provided for a continuous probability density function of the target. In [125], the authors employ both grid-based Bayes filter and a particle filter for better estimation precision.

However, none of the above work considers search and classification/tracking as competing tasks, i.e., the tasks are equally-prioritized and do not need to compete for sensory resources. Considering the practical constraints of MAVs, it is motivated to develop a real-time treatment of unknown object search and classification missions, dealing with them as tasks competing for limited sensory resources.

Some related work is presented in [66], which considers a search-and-response mission with both known and unknown targets. The effects of weighting on search and classification is studied. The tradeoff between search and predicting task assignment is shown to be affected by the vehicles’ resources and knowledge of target locations. This work considers the issue of limited resources, but focuses on optimal task assignment and hence still considers search and response in a unified framework as opposed to competing tasks. In [110], a survey of various approximate algorithms for Partially Observable Markov Decision Processes (POMDP) is provided for sequential decision-making in stochastic domains. POMDP methods cope with both the uncertainty in control actions and sensor errors. The RockSample problem is introduced to test these algorithms, where a robot chooses one of the actions (“move”, “sample” and “check”) to maximize rewards. Similarly, in [96], the authors present an approach for resource allocation in a cooperative air vehicle swarm system. The task allocation among search, classification and attack is modeled as a network flow optimization problem, which aims to maximize some global value.
1.3 Dissertation Outline

The dissertation is organized as follows. Chapter 2 introduces the coverage control problem. A review of the literature in coverage control is provided. Dynamic coverage control and awareness coverage control approaches are developed under a deterministic framework. Subsequently, Bayesian-based coverage control approaches are developed under a probabilistic framework. Underwater optical and acoustic seafloor mapping applications are discussed. In Chapter 3, an awareness-based decision-making strategy is proposed for search and classification based on the awareness coverage control laws developed in Chapter 2. In Chapter 4, a Bayesian-based probabilistic decision-making strategy is developed to take into account sensor errors. To further incorporate the cost of taking new observations, in Chapter 5, a risk-based sequential decision-making strategy is presented via Bayesian sequential detection. The binary results are extended to a more general ternary setting and its application to Space Situational Awareness (SSA) is investigated. In Chapter 6, the Bayesian sequential detection method for discrete random variables is extended to the Bayesian sequential estimation method for continuous random variables. The integration of these two approaches provides an optimal sensor management scheme that results in minimum information risk. The dissertation is concluded with a summary of current and future work in Chapter 7.

1.4 Research Contributions

The major contribution and novelty of this dissertation lies in the explicit treatment of search and classification as competing tasks based on the mission progress using MAVs with limited sensory ranges. The problems of domain search (coverage control), decision-making between search and classification (both deterministic and probabilistic), and the integration of detection and estimation with applications in SSA and underwater imaging
are investigated.

The dynamic coverage control problem is first reviewed in Chapter 2. This lays a foundation for all the domain search methods in the decision-making strategies developed in this work.

Borrowing from the concept of dynamic coverage control, an awareness-based model is first proposed in Section 2.3 to describe how “aware” the vehicle sensors are of the environment. Both centralized and decentralized coverage control strategies are developed under global and intermittent communication architectures in Sections 2.3.4 and 2.3.3. Together with the classification strategy developed in Chapter 3, the awareness-based decision-making strategy guarantees the detection of all the unknown objects and the classification of each found object for at least a desired amount of time under limited sensory resources in a deterministic framework.

In order to take into account the uncertainty in sensor perception, in Section 2.4, a probabilistic coverage control strategy based on Bayes filter and information theory is developed. These results are extended in Section 2.4.5 to the case of MAVs with intermittent information sharing. A rigorous mathematical proof of the convergence of the expected probability of object existence is also provided. Coupling the search and classification processes, Chapter 4 proposes a Bayesian-based decision-making strategy that guarantees the detection and classification of all unknown objects in the presence of sensor errors.

Extending the Bayesian-based strategy, a risk-based decision-making strategy is proposed in Chapter 5 to take into account the cost of taking observations. The standard binary sequential detection method is utilized for risk analysis. Section 5.3 extends the result to a ternary setting which allows concurrent detection and classification observations. It is then applied to the SSA problem for the detection and classification of space objects in Earth orbit using a Space-Based Space Surveillance (SBSS) network in Section
To further enable integrated detection and estimation decision-making, Chapter 6 proposes a risk-based sensor management scheme. The sequential estimation method is developed in Section 6.3 for the estimation of a process. Section 6.4 extends the risk analysis and decision making to the multi-element case based on both sequential detection and estimation methods. A risk-based optimal sensor management is then proposed in Section 6.5. The Rényi information measure is introduced to model the relative information loss in making a suboptimal sensor allocation decision, which is modeled as the observation cost in this work.

The following provides a list of publications that resulted from this research:

**Journal Papers**


**Conference Papers**


Chapter 2

Coverage Control

In this chapter, the concept of coverage control is introduced and vehicle motion control strategies are developed. It will be shown that the full coverage of a mission domain is equivalent to the detection of all the unknown objects within that domain. A literature review on cooperative coverage control is provided in Section 2.1. Section 2.2 studies deterministic Lyapunov-based coverage control. The limited-range sensor model and vehicle motion control laws presented in this section lay a foundation for all the strategies proposed in this dissertation. Extensions and applications on underwater optical and acoustic seafloor mapping are then discussed. In Section 2.3, a deterministic awareness-based coverage control scheme is presented. The search strategies are designed in a way such that the MAVs achieve full awareness of events occurring at each point within the search domain. Section 2.4 presents the probabilistic Bayesian-based coverage control laws that ensures zero information uncertainty of the search domain (i.e., detection of all objects). This framework is constructed by discretizing the search domain into cells and takes into account the uncertainties in sensor perception. Based on the search strategies proposed for a single vehicle sensor, the results are extended to MAV systems.
2.1 Cooperative Coverage Control

Coverage control studies the problem of covering a given search domain using MAVs. In the literature of cooperative coverage control, a significant amount of research can be found in two main categories: 1) Optimal localization of immobile sensors [29, 30, 99], and 2) optimal redeployment of mobile sensors [23, 76, 78].

2.1.1 Location Optimization of Immobile Sensors

This class of problems only requires the distribution of a fixed sensor network in the domain. The two variables of interest are sensor domains (the domain which each sensor is responsible of sampling) and sensor locations. This algorithm can be calculated off-line and no further mobility is required for the vehicles. The solution is based on Voronoi partitions and the Lloyd algorithm [78]. The optimal sensor domain is a Voronoi cell in the partition and the optimal sensor location is its centroid [30]. For a complete discussion of the coverage control problem applying Voronoi partitions, see [24], where the authors propose both continuous and discrete-time versions of the classic Lloyd algorithms for MAVs performing distributed sensing tasks. In [86], a coverage control scheme based on Voronoi diagram is proposed to maximize target exposure in some surveillance applications.

2.1.2 Optimal Redeployment of Mobile Sensors

The sensor redeployment problems involve the coordinated movement of MAVs for an optimal final configuration. In [43], the authors provide a summary on current control theories using MAV sensor networks. The coverage deployment problem aims at maximizing the area within a close range of mobile agents and uses a Voronoi partition algorithm. In [17], the authors use a Voronoi-based polygonal path approach and aim at
minimizing exposure of a UAV fleet to radar. In [24], a dynamic version of the Lloyd algorithm is also provided. It drives each sensor to a unique centroid of a cell in a dynamic Voronoi partition of the search domain and iteratively achieves the optimal configuration. However, Voronoi-based approaches require exhaustive computational effort to compute the Voronoi cells continuously during a real-time implementation of the controllers. In [76], the authors develop an optimization problem that aims at maximizing coverage using sensors with limited ranges, while minimizing communication cost using a probabilistic network model. This class of problems is related to the active sensing literature in robotics [87], where Kalman filter is extensively used to process observations and generate estimates.

2.1.3 Dynamic Cooperative Coverage Control

An implicit assumption made in the above problem classes is that the mission domain is small-scale, i.e., one where in the best case scenario that can be covered by the union of a set of static limited-range sensors. This is equivalent to the assumption of infinite sensory ranges in the existing literature on the redeployment problem, which is especially true for work within the stochastic framework (see, for example, [49]) that assumes Gaussian distributions. However, this is not the case in many practical applications, where the field-of-view of the on-board sensors is relatively limited as compared to the size of the search domain, or there are too few sensor vehicles. For such problems, vehicle mobility is necessary to be able to account for all locations contained in the domain of interest and meet the coverage goal. Aside from large-scale domains, constantly moving sensors are also required for cases where sensors are mounted on mobile vehicles incapable of having zero velocities (e.g., fixed-wing aircraft), or when the host vehicles’ safety is compromised if left fixed in space. Mobility of the vehicles in all these problems is also required since information of interest that is distributed over the domain may be changing in time. Not
being able to continuously monitor parts of the domain for all time results in the requirement that the network is in a constant state of mobility with well-managed revisiting of locations in the domain to guarantee satisfactory awareness levels over the entire domain.

Dynamic cooperative coverage control is the vehicle motion control problem for coordinated MAVs to dynamically cover a given arbitrarily-shaped domain. The objective is to survey the entire search domain such that the information collected at each point achieves a preset desired amount. This is the fundamental difference between the two approaches presented above and dynamic coverage control, which is the method adopted for domain search in this dissertation. While the aforementioned research focuses on the optimal or suboptimal configuration of MAVs to improve network coverage performance, dynamic cooperative coverage control guarantees that every point within the search domain will be sampled a desired amount of data with high certainty as a result of the constant movement of the MAVs.

**Remark. 2.1.1. The key feature of the proposed approach is summarized as follows:**

- *The sensor is modeled to have a limited sensory range*

- *The dynamic coverage control strategy aims at collecting enough high quality data at each point in a domain of interest*

Applications include search and rescue missions where each point in the search domain has to be surveyed, aerial wildfire control in inaccessible and rugged country where each point in the wildfire region has to be “suppressed” using fixed-wing aircraft or helicopters, underwater sampling and mapping where each point in the deep ocean is required to be sufficiently sampled for marine geology, geophysics, biology, archaeology, and chemistry studies.

A slightly modified version of the coverage problem has been studied in [57] for (optimal and suboptimal) motion planning of multiple spacecraft interferometric imaging
systems (MSIIS). The problem is also related to the literature on coverage path planning [2, 20] and Simultaneous Localization and Mapping (SLAM) [74] in robotics.

In the following sections, both deterministic and probabilistic vehicle motion control laws are developed for coverage control.

### 2.2 Deterministic Lyapunov-Based Approach

This section provides a brief summary of the major results of the coverage control problem discussed in [60]. It lays a foundation for all the search strategies presented in the subsequent sections. The vehicle collision avoidance and flocking control laws presented in [60] can also be applied to other search strategies discussed in this chapter via some straightforward modifications. Please refer to [60, 62] for more details.

#### 2.2.1 Problem Formulation

Denote a vehicle by \( V \). Let \( \mathbb{R}^+ = \{a \in \mathbb{R} : a \geq 0\} \), \( Q = \mathbb{R}^2 \) be the configuration space of all the vehicles and \( D \subseteq \mathbb{R}^2 \) be the mission domain. Assume that \( D \) is a simply connected, bounded set with non-zero measure. Let the map \( \phi : D \rightarrow \mathbb{R}^+ \), called a distribution density function, represent a measure of information or probability that some event takes place or object exists over \( D \). A large value of \( \phi \) indicates high likelihood of event detection and a smaller value indicates low likelihood. Let \( N \) be the total number of MAVs and \( q_i \in Q \) denote the position of vehicle \( V_i, i \in \mathcal{S} = \{1, 2, 3, \ldots, N\} \). That is, the set \( \mathcal{S} \) contains all vehicles performing the domain search task. Each vehicle \( V_i, i \in \mathcal{S} \), satisfies the following simple kinematic equations of motion

\[
\dot{q}_i = u_i, \quad i \in \mathcal{S},
\]  

(2.1)
where \( \mathbf{u}_i \in \mathbb{R}^2 \) is the control velocity of vehicle \( V_i \). This is a simplified model and the results may be extended to agents with second order nonlinear dynamics evolving on more complex configuration manifolds.

Define the instantaneous coverage function \( A_i : D \times Q \to \mathbb{R}^+ \) as a \( C^1 \)-continuous map that describes how effective a vehicle \( V_i \) senses a point \( \mathbf{q} \in D \). Let \( s = \|\mathbf{q}_i(t) - \mathbf{\bar{q}}\| \), which is the relative distance between the vehicle position and the measuring point. Without loss of generality, consider the following sensor model \( \text{SM} \). This model is not an assumption for the ensuing theoretical results to be valid. The important feature of the proposed sensor model is that the sensors have a finite field-of-view.

**Sensor Model SM.**

1. Each vehicle has a peak sensing capacity of \( M_i \) exactly at the position \( \mathbf{q}_i \) of vehicle \( V_i \), i.e., \( s = \|\mathbf{q}_i(t) - \mathbf{\bar{q}}\| = 0 \). That is,

\[
A_i(0) = M_i > A_i(s), \forall s \neq 0.
\]

2. Each vehicle sensor has a circular sensing symmetry about the position \( \mathbf{q}_i, i \in S \), in the sense that all points in \( D \) that are on the same circle centered at \( \mathbf{q}_i \) are sensed with the same intensity. That is,

\[
A_i(s) = \text{constant}, \forall s = c,
\]

for all constant \( c, 0 \leq c \leq r_i \), where \( r_i \) is the range of the sensor of vehicle \( V_i \).

3. Each vehicle has a limited *sensory domain*, \( \mathcal{W}_i(t) \), with a *sensory range*, \( r_i \). The sensory domain of each vehicle is given by

\[
\mathcal{W}_i(t) = \{ \mathbf{\bar{q}} \in D : \|\mathbf{q}_i(t) - \mathbf{\bar{q}}\| \leq r_i \}.
\]
Let the union of all coverage regions be denoted by

\[ W(t) = \bigcup_{i \in S} W_i(t). \]

An example of such a sensor function is a fourth order polynomial function of \( s = \| q_i(t) - \tilde{q} \| \) within the sensor range and zero otherwise,

\[
A_i(s) = \begin{cases} 
M_i r_i^4 (s^2 - r_i^2)^2 & \text{if } s \leq r_i \\
0 & \text{if } s > r_i 
\end{cases}.
\] (2.3)

Figure 2.1 shows an instantaneous coverage function \( A_i(2.3) \) with \( q_i = (0, 0) \), \( M_i = 1 \) and \( r_i = 2 \).

Fixing a point \( \tilde{q} \), the effective coverage achieved by a vehicle \( V_i \) surveying \( \tilde{q} \) from the initial time \( t_0 = 0 \) to time \( t \) is defined to be

\[
T_i(\tilde{q}, t) := \int_0^t A_i(\| q_i(\tau) - \tilde{q} \|^2) \, d\tau
\]

and the effective coverage by a subset of vehicles \( V_K = \{ V_j | j \in K \subseteq S \} \) in surveying \( \tilde{q} \)
is then given by

\[ T_K(\tilde{q}, t) := \sum_{i \in K} T_i(\tilde{q}, t) = \int_0^t \sum_{i \in K} A_i(\|q_i(\tau) - \tilde{q}\|^2) d\tau. \]

Note that \( T_K(\tilde{q}, t) \) is a non-decreasing function of time \( t \),

\[ \frac{\partial}{\partial t} T_K(\tilde{q}, t) = \sum_{i \in K} A_i(\|q_i(t) - \tilde{q}\|^2) \geq 0. \]

Let \( C^* \) be the desired attained effective coverage at all points \( \tilde{q} \in D \). The goal is to attain an overall coverage of \( T_S(\tilde{q}, t) = C^* \) for all \( \tilde{q} \in D \) at some time \( t \). The quantity \( C^* \) guarantees that, when \( T_S(\tilde{q}, t) = C^* \), one can judge, with some level of confidence, whether or not an event occurs or an object exists at \( \tilde{q} \in D \). Consider the following error function

\[ e(t) = \int_D h(C^* - T_S(\tilde{q}, t)) \phi(\tilde{q}) d\tilde{q}, \quad (2.4) \]

where \( h(x) \) is a penalty function that satisfies \( h(x) = h'(x) = h''(x) = 0 \) for all \( x \leq 0 \), and \( h(x), h'(x), h''(x) > 0 \) for all \( x \in (0, C^*) \]. The penalty function penalizes lack of coverage of points in \( D \). An example for the penalty function \( h(x) \) is

\[ h(x) = (\max(0, x))^2. \quad (2.5) \]

It incurs a penalty whenever \( T_S(\tilde{q}, t) < C^* \). Once \( T_S(\tilde{q}, t) \geq C^* \) at a point in \( D \), the error at this point is zero no matter how much additional time vehicles spend surveying that point. The total error is an average over the entire domain \( D \) weighted by the density function \( \phi(\tilde{q}) \). When \( e(t) = 0 \), one says that the search mission is accomplished.
2.2.2 Vehicle Motion Control and Search Strategy

Without loss of generality, first consider the following initial condition whose utility will become obvious later:

**IC1** The initial coverage is identically zero: \( T_s(\tilde{q}, 0) = 0, \forall \tilde{q} \in D \).

Consider the following nominal control law

\[
\tilde{u}_i(t) = -\tilde{k}_i \int_{D} h'(C^* - T_s(\tilde{q}, t)) \frac{\partial A_i(s^2)}{\partial(s^2)} \bigg|_{s=||q_i(t) - \tilde{q}||} \cdot (q_i(t) - \tilde{q}) \phi(\tilde{q})d\tilde{q}, \tag{2.6}
\]

where \( \cdot \) denotes the inner product and \( \tilde{k}_i > 0 \) are fixed feedback gains. Consider the function \( \tilde{V} = -e_t(t) \), where \( e_t = \frac{de_t}{dt} \), and note that \( \dot{\tilde{V}} = -e_{tt} \) where

\[
e_t(t) = -\int_{D} h'(C^* - T_s(\tilde{q}, t)) \left( \sum_{j \in S} A_j(\|q_j(t) - \tilde{q}\|) \right) \phi(\tilde{q})d\tilde{q}
\]

\[
e_{tt} = \int_{D} h''(C^* - T_s(\tilde{q}, t)) \left( \sum_{j \in S} A_j(\|q_j(t) - \tilde{q}\|) \right)^2 \phi(\tilde{q})d\tilde{q}
\]

\[
= -2 \int_{D} h'(C^* - T_s(\tilde{q}, t)) \left( \sum_{i \in S} \frac{\partial A_i(s^2)}{\partial(s^2)} \bigg|_{s=||q_i(t) - \tilde{q}||} (q_j(t) - \tilde{q}) \cdot u_i \right) \phi(\tilde{q})d\tilde{q}
\]

\[
= \int_{D} h''(C^* - T_s(\tilde{q}, t)) \left( \sum_{j \in S} A_j(\|q_j(t) - \tilde{q}\|) \right)^2 \phi(\tilde{q})d\tilde{q}
\]

\[
+ 2 \sum_{i \in S} \tilde{k}_i \left[ \int_{D} h'(C^* - T_s(\tilde{q}, t)) \left( \frac{\partial A_j(s^2)}{\partial(s^2)} \bigg|_{s=||q_j(t) - \tilde{q}||} \cdot (q_j(t) - \tilde{q}) \right) \phi(\tilde{q})d\tilde{q} \right]^2
\]

are the first and second time derivatives of \( e(t) \) along the trajectory generated by the control law \( \tilde{u}_i \) in Equation (2.6). Consider the following condition.

**Condition C1.** \( T_s(\tilde{q}, t) = C^*, \forall \tilde{q} \in W_i(t), \forall i \in S \).

**Lemma 2.2.1.** If for some \( t \geq 0 \) Condition C1 holds, then \( e_t(t) = 0 \). Conversely, if \( e_t(t) = 0 \) for some time \( t \geq 0 \), then Condition C1 holds.
Proof. By the property SM3 of the sensor model, Condition C1 implies that the $h'$ term in the integrand in the expression for $e_t$ is nonzero only outside $\mathcal{W}(t)$ where all coverage functions $A_i$ are zero. That is, $h'(C^* - \mathcal{T}_S(\hat{q}, t)) = 0$ precisely inside $\mathcal{W}(t)$. Hence, under Condition C1 $e_t = 0$.

The converse is easily verified by noting that the integrand in the expression for $e_t$ is greater than or equal to zero everywhere in $\mathcal{D}$. For $e_t$ to be zero, the integrand has to be identically equal to zero everywhere on $\mathcal{D}$, which holds true only if Condition C1 holds. This completes the proof.

From the lemma, $\dot{V} = -e_t \geq 0, \ddot{V} \leq 0$ with equality holding if and only if Condition C1 holds. This implies that the function $V$ is a Lyapunov-type function that guarantees that the system always converges to the state described in Condition C1. This proves the following result.

Lemma 2.2.2. Under the control law (2.6), a MAV system will converge to the state described in Condition C1.

Under the control law (2.6), the vehicles are in constant motion with $e_t < 0$ (i.e., error is always decreasing) as long as the Condition C1 is not satisfied. It utilizes the gradient of the error distribution inside $\mathcal{W}_i(t)$ to move in directions with maximum error. Hence it locally seeks to maximize coverage. However, using the control law (2.6) alone does not guarantee full coverage of at least $C^*$ every where within $\mathcal{D}$. This is of no concern, since this lack of full effective coverage implies that $e \neq 0$, which will induce some vehicle to return and recover these partially covered regions. Hence, the following control strategy is proposed.

Control Strategy. Under the control law (2.6), all vehicles in the system are in continuous motion as long as the state described in Condition C1 is avoided. Whenever the Condition C1 holds with nonzero error $e(t) \neq 0$, the system has to be perturbed by switching to some other control law $\tilde{u}_i$ that ensures violating Condition C1. Once away from Condition C1,
the controller is switched back to the nominal control \( \bar{u}_i \) in Equation (2.6). Only when both Condition C1 and \( e(t) = 0 \) are satisfied is when there is no need to switch to \( \bar{u}_i \). Thus, the goal is to propose a simple linear feedback controller that guarantees driving the system away from Condition C1.

Now consider a simple perturbation control law that drives the system away from Condition C1. Define the time varying set:

\[
D_e(t) = \{ \bar{q} \in D : T_\mathcal{S}(\bar{q}, t) < C^* \}.
\]  

Let \( D_e(t) \) be the closure of \( D_e(t) \). For each vehicle \( V_i \), let \( \bar{D}_i(t) \) denote the set of points in \( \bar{D}_e(t) \) that minimize the distance between \( q_i(t) \) and \( D_e(t) \). That is,

\[
\bar{D}_i(t) = \left\{ \bar{q} \in \bar{D}_e(t) : \bar{q} = \arg\min_{\bar{q} \in \bar{D}_e(t)} \| q_i(t) - \bar{q} \| \right\}.
\]

This choice is efficient since the perturbation maneuver seeks the minimum-distance for redeployment.

Let \( t_s \) be the time at which Condition C1 holds and \( e(t_s) > 0 \) while \( e_i(t_s) = 0 \). That is, \( t_s \) is the time of entry into the state described in Condition C1 with nonzero error. At \( t_s \), for each vehicle \( V_i \), consider a point \( \bar{q}_i^*(t_s) \in \bar{D}_i(t_s) \). Note that the set \( \bar{D}_i(t_s) \) may include more than a single point. Consider the control law

\[
\bar{u}_i(t) = -\bar{k}_i (q_i(t) - \bar{q}_i^*(t_s)).
\]  

Under the regime when \( e_i = 0 \) and \( e(t) > 0 \), this control law is a simple linear feedback controller and will drive each vehicle in the fleet towards its associated \( \bar{q}_i^*(t_s) \). Note that it is possible that \( \bar{q}_i^*(t_s) = \bar{q}_j^*(t_s) \) for some pair \( i \neq j \in \mathcal{S} \). By simple linear systems theory, the feedback control law (2.8) will result in having \( q_i(t) \) for some \( i \in \mathcal{S} \), be
inside a ball of radius $\varepsilon < r_i$ at some time $\hat{t}_s > t_s$. Hence the point $q_i^*$ is guaranteed to lie strictly inside the sensory range of vehicle $\mathcal{V}_i$.

The above discussion proves the following result.

**Theorem 2.2.1.** Under sensor model properties $SM1-3$ and $IC1$, the control law

$$u^*_i(t) = \begin{cases} \bar{u}_i & \text{if Condition } C1 \text{ does not hold} \\ \bar{u}_i & \text{if Condition } C1 \text{ holds} \end{cases}$$

(2.9)

drives the error $e(t) \to 0$ as $t \to \infty$.

### 2.2.3 Underwater Coverage Control with Vision-Based AUVs

In this section, the dynamic coverage control problem is utilized for underwater applications, such as sampling, surveillance, and search and rescue/retrieval, using a fleet of cooperative submarines. A sensor model based on a vision-based camera is presented.

Underwater exploration is important for many scientific and industrial applications. However, the literature on multi- and single-vehicle underwater application is relatively new due to recent advances in autonomous underwater vehicles (AUVs) and underwater positioning and communication technologies. Cooperative underwater MAVs have a wide range of applications that include sampling, oceanography, weather prediction [37, 75], studying aquatic life [56], mine countermeasure and hydrographic reconnaissance [129], search and rescue/retrieval [67], and archaeology [89]. Furthermore, due to the rapid attenuation of light and sound in sea water, advanced underwater survey technologies and AUV motion control strategies are of great interest.
2.2.3.1 Sensor Model

In underwater applications, domains of interest are generally three-dimensional (3D) volumes in the ocean with AUVs moving in all three directions. Figure 2.2 shows the scenario of underwater sampling using a fleet of cooperative submarines with cone-like vision-based cameras.

Unlike laser-based sensors and radars, vision-based camera sensors acquire data in a non-invasive way. They can be used for some specific applications for which visual information plays a basic role. This is especially suitable for underwater missions. Moreover, there is no interference among sensors of the same type, which could be critical for a large number of vehicles moving simultaneously in the same environment [11].

For the sake of simplicity, consider a simpler case where all the submarines move along a horizontal line (the configuration space $Q$) and thus the sampling domain $\mathcal{D}$ becomes an area (that is, a rectangle) below this line of motion (see Figure 2.3). In this scenario, each submarine looks in the vertically downward (or upward) direction. Therefore, domain $\mathcal{D}$ could also be above $Q$ or both above and below $Q$, depending on which direction(s) the cameras are pointed. All vehicles are assumed linear kinematics given by
Equation (2.1), where $u_i = (u_{ix}, u_{iy}) \in \mathbb{R}^2$ is the control velocity of submarine $V_i$. Note that there is no control in the vertical $z$ direction other than control forces that maintain buoyancy of the submarine. The results obtained from this simple scenario can easily be generalized to two-dimensional horizontal motions. For the three-dimensional configuration space case, however, the gravitational and buoyancy forces in the vertical direction need to be included, which introduces nonlinearities in the equations of motion.

In the general case where $D \subset \mathbb{R}^3$, the sensor is a vision-based camera whose sensing domain is a three-dimensional cone. In the simpler case where $Q = \mathbb{R}^1$ and $D$ is a compact subset of $\mathbb{R}^2$, the sensing domain becomes a sector, and one can use polar coordinates to define the instantaneous coverage function of the camera sensor model. For brevity and simplicity of exposure, the sensor model for the $D \subset \mathbb{R}^2$ case is described in the following paragraphs. Extension to the three-dimensional cone model is easily performed by working with spherical coordinates (introducing an additional angular component) instead of polar coordinates.

In polar coordinates, let a point $\tilde{q} \in D$ be represented by $(\rho_i, \theta_i)$ with respect to submarine $V_i$’s position $q_i$. As shown in Figure 2.4, here the radial coordinate $\rho_i$ represents the radial distance from the camera position $q_i$ to $\tilde{q}$, and $\theta_i$ is the counterclockwise angular coordinate angle from the vertical axis passing through the camera attached to submarine $V_i$.

The sensor model $SM$ in Section 2.2.1 is modified as follows: The sensing ability of each digital camera declines along the radial distance and the radial angle. That is, when the value of $\rho_i$ and $|\theta_i|$ increases, the sensing ability of the camera decreases until
it becomes zero at the maximum sensing range $\bar{\rho}$ and the maximum sensing direction $\Theta$. Here the same maximum radial distance and maximum radial angle is assumed for each camera on all submarines as $\bar{\rho}$ and $\Theta$. This is done without loss of generality as the ensuing results can be easily modified to reflect different maximum ranges and directions $\bar{\rho}_i$ and $\Theta_i$, respectively. Hence, $A_i$ is a function of both the radial distance $\rho_i$ and radial angle $\theta_i$. Mathematically, the sensory domain $W_i$ of each submarine is given by

$$W_i(t) = \{\tilde{q} \in D : \rho_i = \|q_i(t) - \tilde{q}\| \leq \bar{\rho} \text{ and }$$
$$|\theta_i| = \left| \arctan \left( \frac{q_{ix} - \tilde{q}_x}{q_{iz} - \tilde{q}_z} \right) \right| \leq \Theta \}.$$ (2.10)

The minimum sensing ability is given by

$$0 = A_i((q_{ix} + \rho_i \sin \Theta, q_{iz} + \rho_i \cos \Theta), (q_{ix}, q_{iz}))$$
$$= A_i((q_{ix} + \bar{\rho} \sin \theta_i, q_{iz} + \bar{\rho} \cos \theta_i), (q_{ix}, q_{iz})).$$

Note that the $y$ and $z$ components, $q_{iy}$, $q_{iz}$, of $q_i$ are constant in the linear configuration space case.
An example of a sector-like instantaneous coverage function $A_i$ is a two-variable second order polynomial function of

$$d_i = \|q_i - \tilde{q}\|^2, \quad \alpha_i = \arctan^2 \left( \frac{q_{ix} - \tilde{q}_x}{q_{iz} - \tilde{q}_z} \right).$$

within the sensor range and zero otherwise. In particular, consider the function

$$A_i(d_i, \alpha_i) = \begin{cases} \frac{M_i(d_i - R^2)^2(\alpha_i - \Theta^2)^2}{\rho^4\Theta^4} & \text{if } d_i \leq \rho^2, \alpha_i \leq \Theta^2 \\ 0 & \text{otherwise} \end{cases}$$

(2.11)

An example for the instantaneous coverage function (2.11) is given by Figure 2.5 with $q_i = 0$, $M_i = 1$, $\rho = 12$, and $\Theta = \frac{5\pi}{18}$ in planar field.

A three-dimensional model can easily be obtained from this model by adding an additional angular variable $\psi_i$ and restricting the angular extent of the model to some maximum value $\Psi$ similar to the treatment of $\theta_i$ above.

Remark. 2.2.1. This sensor model is similar to the one which combines camera and ultrasonic sensor used in the YAMABICO robot [98]. For a vision-based sensor model applied to a 3D configuration space scenario with 9 viewpoints, see [18] for more details.
2.2.3.2 Control Law

In this section, the control law (2.6) in Section 2.2.2 is adopted and the domain search strategies are developed according to the modified vision-based sensor model presented in the above section.

Consider the following nominal control law

\[ \bar{u}_i(t) = -\bar{k}_i \int_D h'(C^* - T_S(\bar{q}, t)) \left( \frac{\partial A_i}{\partial d_i} \frac{\partial d_i}{\partial \alpha_i} + \frac{\partial A_i}{\partial \alpha_i} \frac{\partial \alpha_i}{\partial q_i} \right) \phi(\bar{q}) d\bar{q}, \]  

(2.12)

where \( \bar{k}_i > 0 \) are fixed feedback gains.

Using the same perturbation control law as Equation (2.8) and following similar derivation as in Section 2.2.2, a similar theorem as Theorem 2.2.1 can be derived. This guarantees that every point within the underwater search domain will be sampled by \( C^* \).

The performance of the proposed search strategy is demonstrated by the following simulation results.

2.2.3.3 Simulation

In this section a numerical simulation is provided to illustrate the performance of the coverage control strategy with the perturbation control law that ensures the global coverage.

As previously mentioned, the configuration space \( Q \) is a closed interval (all submarines move on a line). The domain \( D \) should be the area obtained by “extruding” the interval \( Q \) downwards to a depth of \( \bar{\rho} \) (the maximum radial distance of the vision-based sensor). However, according to the sensor model, the sensing ability at the maximum radial distance is zero, which means that the domain to be covered has to be shallower than the distance \( \bar{\rho} \) from where the submarines are located. Therefore, in the simulations

\( ^1 \)For brevity, the two-dimensional sensor model is assumed where \( A_i \) is a function of the two variables \( d_i \) and \( \alpha_i \). For the general three-dimensional conic sensor model case, the results can easily be extended by adding the additional term \( \psi_i \) in the model of \( A_i \) and adding one more term \( \frac{\partial A_i}{\partial \psi_i} \) when taking the derivatives of \( A_i \).
shown here, the domain $D$ is defined as a rectangle region whose size is $(\bar{\rho} - \bar{z}) \times l$ units length, where $l$ is the length of the interval $Q$ and $\bar{z} > 0$ is a fixed variable. The quantity $\bar{z}$ is chosen as 4 in the following simulations.

The maximum radius of the vision-based camera $\bar{\rho}$ is chosen as 12 and $l$ is 40. There are 4 submarines ($N = 4$) with a randomly selected initial deployment as shown in Figure 2.6(a). Let the desired effective coverage $C^*$ be 40. Here the control law in Equation (2.12) is used with control gains $k_i = 1 \times 10^{-5}$, $i = 1, \ldots, 4$. Assume that there is no prior information as to the accuracy of the underwater sampling and, hence, $\phi(\hat{q})$ is set as 1 for all $\hat{q} \in D$. For the sensor model, let $M_i = 1$, $\Theta = \frac{2\pi}{5}$ for all $i = 1, \ldots, 4$. A simple trapezoidal method is used to compute integration over $D$ and a simple first order Euler scheme to integrate with respect to time.

The results are shown in Figures 2.6 and 2.7. Figure 2.6(a) shows the fleet motion along the line where each submarine is denoted by a different color. Figure 2.6(b) shows the control effort as a function of time. Figure 2.6(c) shows the global error $e(t)$ with switching control and can be seen to converge to zero. Figure 2.7 shows the effective coverage (dark blue for low and yellow for full coverage) and fleet configuration at $t = 0, 90, 180, 270, 360, 450$ with the perturbation control law.

### 2.2.4 Underwater Acoustic Imaging using AUVs

This section studies the underwater acoustic imaging problem using AUVs. The integration of a guidance/control scheme and acoustic imaging process is discussed. A sensor model based on an acoustic sensor's beam pattern is presented. The goal is to obtain an accurate enough image of an underwater profile. Acoustic imaging is an active research field devoted to the study of techniques for the formation and processing of images generated from raw signals acquired by an acoustic system [63,93].
Figure 2.6: Fleet motion, control velocity, and error for underwater applications.
Figure 2.7: Evolution of coverage with perturbation control.
2.2.4.1 Integration of Guidance, Control and Acoustic Imaging

The system is composed of two main tasks: vehicle motion guidance for coverage control and acoustic image processing for seafloor mapping.

The basic goal of the control part is to use a fleet of AUVs to collect enough imaging data at each location in an underwater domain. The assumptions of 1D configuration space and linear kinematics for the AUVs still hold here. While collecting imaging data during the guidance and motion control part, the technology of acoustic imaging is required to process the images and estimate the profile of the seabed simultaneously. In underwater imaging, generally, the scene under investigation, the seabed in our case, is first insonified by an acoustic signal $S(t)$, then the backscattered echoes acquired by the system are processed to create the profile. This process can be performed by two different approaches: use of an acoustic lens followed by a retina of acoustic sensors, or acquisition of echoes by a two-dimensional array of sensors and subsequent processing by adequate algorithms, such as the beamforming or the holography class. In this section, the beamforming algorithm [63] is adopted to process the acoustic image. Each vehicle is mounted with a sensor array. It is assumed that an acoustic pulse $S(t)$ is emitted and a spherical propagation occurs inside an isotropic, linear, absorbing medium. Beamforming is a spatial filter that linearly combines the temporal signals spatially sampled by the sensor array. The system arranges the echoes in such a way as to amplify the signal coming from a fixed direction (steering direction) and to reduce all the signals coming from the other directions. More details of the beamforming method will be presented in Section 2.2.4.2.

When considering the integration of the guidance/control scheme and the acoustic imaging process, two different options are available for the guidance system: either a stochastic or a deterministic approach.
**Image Quality Feedback Based Error Guidance.** The image quality (i.e., estimated error) may be used to guide the vehicles. For example, use the Kalman filter to estimate the field and on the filter’s prediction step to solve for the vehicle’s best next move [58]. The algorithm presented therein guarantees that the vehicles move to the direction that maximizes the quality of the estimated field.

**Sensor Model Based Feedback Guidance.** The sensor model (given by the beam pattern function, see next section) may also be used for vehicle guidance. In this section, this deterministic guidance approach will be adopted together with the beamforming algorithm.

### 2.2.4.2 Mathematical Summary of Acoustic Imaging

**Beamforming Data Acquisition.** Assume that the imaged scene is made up of $m_s$ point scatterers, the $i$th scatterer is placed at the position $r_i = (x_i, z_i)$, as shown in Figure 2.8. Define the plane $z = 0$ as the plane that receives the backscattered field. The acoustic signal $\mathcal{S}(t)$ is emitted by an ideal point source placed in the coordinate origin (i.e., at vehicle location). Consider $N_s$ point like sensors that constitute a receiving 2-D array, numbered by index $l$, from 0 to $N_s - 1$. The steering direction of a beam signal is then indicated by the angle $\vartheta$ measured with respect to the $z$ axis. By applying the Fourier/Fresnel approximation, one can obtain the following expression for the beam signal:

$$b(t, \vartheta) = \sum_{i=1}^{m_s} \mathcal{S}(t - \frac{2\rho_i}{c})C_i \text{BP}_{\text{BMF}}(\omega, \theta_i, \vartheta), \quad (2.13)$$

$$\text{BP}_{\text{BMF}}(\omega, \theta, \vartheta) = \frac{\sin[\omega N_s d((\sin\theta - \sin\vartheta)/2c)]}{\sin[\omega d((\sin\theta - \sin\vartheta)/2c)]}, \quad (2.14)$$

where $C_i$ is some constant related to the $i$th scatterer, $c$ is the speed of sound, $\text{BP}_{\text{BMF}}(\omega, \theta, \vartheta)$ is called beam pattern, which depends on the arrival angle $\theta$, the steering angle $\vartheta$, and the
angular frequency $\omega$. It is also assumed that the array is equispaced and centered in the coordinate origin, and $d$ is the inter-element spacing. Figures 2.9(a) and 2.9(b) show the beam pattern for a $N_s = 40$ element array with $d = 1.5\text{mm}$ spacing as a function of the arrival angle $\theta$ (visualized on a logarithmic scale normalized to 0 dB) for fixed frequency $f = 500\text{KHz}$ and steering angle $\vartheta = 0^\circ$ and $\vartheta = 30^\circ$, respectively [63].

**Imaging Processing.** The analysis of beam signals allows one to estimate the range to a scene. A common method to detect the distance of the scattering object is to look for the maximum peak of the beam signal envelope. Denoting by $t^*$ the time instant at which the maximum peak (whose magnitude is denoted by $s^*$) occurs, the related distance, $R^*$, is easily derivable from it (i.e., $R^* = c \cdot t^*/2$, if the pulse source is placed in the coordinate origin). Therefore, for each steering direction $\vartheta$, a triplet $(\vartheta, R^*, s^*)$ can be extracted. The set of triplets can be projected to get a range image in which the point defined in polar coordinates by $\vartheta$ and $R^*$ is converted into a Cartesian point $(x^*, z^*)$ [94].
2.2.4.3 Control Law

The beam pattern $BP$ given by Equation (2.14) is used as a sensor model to describe how effective the vehicle surveys a point $\tilde{q} \in D$. The effective coverage of the group indexed by $\mathcal{K}$ at time $t$ at the point $\tilde{q}$ becomes:

$$T_{\mathcal{K}}(\tilde{q}, t) = \int_{0}^{t} \sum_{i \in \mathcal{K}} BP_{i}^{2}(\tau) d\tau$$

Assume $BP_{i}$ is a function of $\theta_{i}$ here only, that is, the steering direction $\vartheta$ and angular frequency $\omega$ are fixed. Since $BP_{i}$ is a function of $\theta_{i}$ which varies with time because of the change of vehicle position, $BP_{i}$ is implicitly a function of time.

Consider the following nominal control law

$$\bar{u}_{i}(t) = \bar{k}_{i} \int_{D} h'(C^{*} - T_{S}(\tilde{q}, t)) \left( \sum_{i \in \mathcal{S}} BP_{i} \right) \frac{\partial BP_{i}}{\partial \theta_{i}} \frac{\partial T_{S}}{\partial \theta_{i}} \phi(\tilde{q}) d\tilde{q}_{i}, \quad \text{(2.15)}$$

where $\bar{k}_{i} > 0$ are fixed feedback gains.

Together with the perturbation control law $\bar{u}_{i}(t)$ given by Equation (2.8), the overall control strategy guarantees full coverage of every point within the domain. This can be
Figure 2.10: Fleet motion along the line in acoustic imaging.

proved following a same fashion as Theorem 2.2.1.

2.2.4.4 Simulation

This section provides a set of numerical simulations. Define the length of $D$ as $l = 20$ meters in the following simulation. The seabed profile is given by a simple piecewise linear function

$$y = \begin{cases} 
-gx & \text{if } x \leq 0 \\
 gx & \text{if } x > 0 
\end{cases}$$

where $x$ is the discretization along the seabed length and $g = 2.5$ is the slope of the linear function. Assume there are 2 submarines ($N = 2$) with a randomly selected initial deployment as shown in Figure 2.10. Let the desired effective coverage $C^*$ be 6000. Here the control law in Equation (2.15) is used with control gains $\hat{k}_i = 0.05$, $i = 1, 2$. For the beam pattern sensor model, set $f = 500\text{kHz}$, $\vartheta = 0$, $d = 1.5\text{mm}$, $N_s = 40$, $c = 1500\text{m/s}$ for all $i = 1, 2$. The sensor has a Gaussian random noise with zero mean and a standard deviation of 0.5.

The control effort $\|u_i\|$, $i \in S$ is shown in Figure 2.11. The global error $e(t)$ is shown in Figure 2.12. It can be seen to converge to zero. Note that the error is normalized by
Figure 2.11: Vehicle control effort in acoustic imaging.

Figure 2.12: Global error $e(t)$ in acoustic imaging.

dividing $(C^*)^2 \times l$ so that the initial error is 1. Figure 2.13 shows the effective coverage at $t = 367, 734, 2152$ with perturbation control laws.

The acoustic image measured by the vehicles using the algorithm discussed in Section 2.2.4.2 is shown in Figure 2.14. It compares the actual seabed profile with the simulated curve. The result shows that even with sensor noise, the proposed algorithm efficiently estimates the actual profile.
Figure 2.13: Effective coverage in acoustic imaging.
2.3 Deterministic Awareness-Based Approach

In the previous section, a Lyapunov-based coverage control strategy is proposed to guarantee the completion of a domain search mission under a deterministic framework. Remaining in the deterministic framework, in this section, an awareness-based dynamic model is developed, which describes how “aware” a system of networked, limited-range MAVs is of events occurring at every point over a given domain. The approach aims at modeling the dynamic information loss over time within the search domain. This formulation can be applied to a wide variety of problems, including large-scale and complex domains, that may be disconnected (surveillance over adversarial pockets in a region), or hybrid discrete and continuous (surveillance over urban environments and inside buildings, where roads and hallways are the continuous part of the domain, and buildings and rooms are discrete nodes).

The proposed awareness model will be first applied to the coverage control over large-scale task domains using decentralized MAVs with intermittent communications and/or faulty sensors. For each vehicle, an individual state of awareness is defined. The individual vehicle’s state of awareness continuously evolves based on the vehicle’s motion and is updated at discrete instants whenever the vehicle establishes a communication link.
with other vehicles. This information sharing update step aids in reducing the amount of redundant coverage. The hybrid nature of the “awareness” dynamic model and the intermittent communications between the vehicles result in a switching closed-loop control law. Based on this awareness model, a decentralized control strategy is proposed that guarantees that every point within the task domain will be covered with a satisfactory state of awareness under intermittent communications and/or faulty sensors.

The intermittent communication structure is desirable because in most cases it is not energy efficient or even possible for the vehicle fleet to maintain open communication channels during the entire mission. This is especially true for large-scale task domains, where vehicles may need to disperse (and, hence, lose connectivity with other vehicles) in order to cover the domain. In [121], smooth control laws using potential functions are developed for stable flocking motion of mobile agents. A similar flocking problem is studied in [122] and [123] under a connected (but with arbitrary dynamic switching) decentralized networks. Both discrete-time and continuous-time consensus update schemes are proposed in [107] for distributed multi-agent systems in the presence of switching interaction topologies. In [5], a distributed Kalman consensus algorithm is proven to converge to an unbiased estimate for both static and dynamic communication networks. In [143], the authors investigate distributed mobile robots in a wireless network under nearest neighbor communications. In [83], local undirected communication is used in fully distributed multi-agent systems. Both [143] and [83] demonstrate improvements in global behavior made by exchanging local sensing information.

For the sake of completeness, the dynamics of an individual state of awareness is generalized to the total awareness achieved by a fleet of MAVs. The corresponding centralized search strategies are proposed where all the vehicles share awareness information.
2.3.1 Problem Formulation

A description of large-scale domains has already been given in Chapter 1. Here, a rigorous mathematical definition is given as follows: A large-scale domain is one where, under the best case scenario when all the sensory domains $\mathcal{W}_i$ are disjoint, there exists a set $\Xi \subset \mathcal{D}$ of non-zero measure such that for every $\tilde{q} \in \Xi$, $\tilde{q} \notin \mathcal{W}_i$ for all $i \in \mathcal{S}$. Note that the results derived in the following sections also apply to non-large-scale domains. The first-order kinematic equation of motion (2.1) and the sensor model SM (2.3) are assumed for each vehicle. The limited-range sensor models the practical difficulty in real implementation, especially for missions over large-scale domains.

**State of Awareness.** An individual vehicle’s state of awareness is a distribution $\tilde{x}_i(\tilde{q},t) : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R}$ that is a measure of how “aware” the vehicle $\mathcal{V}_i$ is of events occurring at a specific location $\tilde{q}$ at time $t$. Here, without loss of generality, assume that $\tilde{x}_i(\tilde{q},t) \in [0, 1]$, that the initial state of awareness is zero (i.e., no awareness), and that the desired state of awareness is given by 1 (full awareness), while $\tilde{x}_i(\tilde{q},t) < 1$ corresponds to insufficient awareness. Fixing a point $\tilde{q} \in \mathcal{D}$, the state of awareness of a particular vehicle $\mathcal{V}_i$ at time $t$ is assumed to satisfy the following differential equation

$$\dot{\tilde{x}}_i(\tilde{q},t) = -(A_i(\|q_i - \tilde{q}\|) - \zeta) (\tilde{x}_i(\tilde{q},t) - 1), \quad \tilde{x}_i(\tilde{q},0) = \tilde{x}_{i0} = 0, \quad i \in \mathcal{S}, (2.16)$$

where $\zeta \geq 0$ is a constant parameter which models the loss of awareness over a time period during which no vehicles cover a point of interest in $\mathcal{D}$. Having $\zeta > 0$, sets a periodical re-visit requirement to maintain desired awareness levels.

Let $x_i(\tilde{q},t) = \tilde{x}_i(\tilde{q},t) - 1$ be the transformed state of awareness. The dynamics of
the transformed state of awareness is then given by

\[
\dot{x}_i(\tilde{\mathbf{q}}, t) = - (A_i(\|\mathbf{q}_i - \tilde{\mathbf{q}}\|) - \zeta) x_i(\tilde{\mathbf{q}}, t), \quad x_i(\tilde{\mathbf{q}}, 0) = x_{i0} = -1, \quad i \in \mathcal{S}. \tag{2.17}
\]

Therefore, the transformed state of awareness \(x_i(\tilde{\mathbf{q}}, t) \in [-1, 0]\). The initial transformed state of awareness is \(-1\), which reflects the fact that at the outset of the surveillance mission the fleet has poor awareness levels. One may set a nonuniform initial distribution for \(x_i(\tilde{\mathbf{q}}, t)\) to reflect any prior awareness knowledge. The nonuniform distribution \(x_i(\tilde{\mathbf{q}}, 0)\) may reflect regions where objects may be able to camouflage themselves better than in other regions of \(\mathcal{D}\) (e.g., dense forests versus open fields). A more negative value of \(x_i(\tilde{\mathbf{q}}, 0)\) reflects areas with less awareness levels, and vice versa. However, the initial value is always restricted to be greater than \(-1\), with \(-1\) representing the worst case scenario (which is the assumption made here).

For the transformed state of awareness, the desired equilibrium awareness level is zero, that is, \(x_i(\tilde{\mathbf{q}}, t) = 0, \quad t > 0, \quad i \in \mathcal{S}, \quad \forall \tilde{\mathbf{q}} \in \mathcal{D}\).

A control law will be developed to guarantee the convergence of \(x_i(\tilde{\mathbf{q}}, t)\) to a neighborhood of 0: \(\|x_i(\tilde{\mathbf{q}}, t)\| < \xi\) for some \(\xi > 0\), which corresponds to \(\tilde{x}_i(\tilde{\mathbf{q}}, t)\) approaching unity and a state of full domain awareness. Note that under the dynamics (2.17), the maximum value attainable by \(x_i(\tilde{\mathbf{q}}, t)\) is zero if the initial awareness level is negative. Inspecting Equation (2.17), the system state of awareness is degrading except over regions where \(A_i - \zeta\) has a positive value (i.e., \(0 \leq \zeta \leq A_i\)).

One can also define the overall transformed awareness dynamics:

\[
\dot{x}(\tilde{\mathbf{q}}, t) = - \sum_{i=1}^{N} (A_i(\|\mathbf{q}_i - \tilde{\mathbf{q}}\|) - \zeta) x(\tilde{\mathbf{q}}, t) \tag{2.18}
\]

with negative initial conditions as discussed above for \(x_i(\tilde{\mathbf{q}}, t)\). Here \(\sum_{i=1}^{N} A_i(\|\mathbf{q}_i - \tilde{\mathbf{q}}\|)\)
is the total instantaneous coverage achieved by all the vehicles at time \( t \). The overall awareness dynamics will be utilized to develop the centralized search control laws. If one wishes to consider the state of awareness achieved by a set \( \mathcal{K} \subset \mathcal{S} \), then one can use Equation (2.18) but summing only over elements in \( \mathcal{K} \). Note that \( x_i \leq x \). That is, the overall awareness of the sensors in a centralized system is better than that of the individual sensors in a decentralized system. Note that for the case where all the vehicles are set to be fixed, if enough resources are available (i.e., enough vehicles and/or large enough sensor ranges) the entire domain can be covered with \( \sum_{i=1}^{N} (A_i - \zeta) > 0 \) and the awareness level is everywhere increasing and converging to the desired value: \( x(\tilde{q}, t) \to 0 \) for all \( \tilde{q} \in D \). This is guaranteed to occur using a static sensor network and a sufficiently small domain \( D \) (the small-scale domain case). This is true because for each point \( \tilde{q} \), the term \( \sum_{i=1}^{N} (A_i - \zeta) \) in Equation (2.18) is a positive constant since each vehicle is assumed to be fixed. This means that, for each \( \tilde{q} \), the dynamics (2.18) is a linear differential equation in \( x(\tilde{q}, t) \), which leads to asymptotic convergence of \( x(\tilde{q}, t) \) to zero. For large-scale domains, a static sensor is guaranteed not to meet the desired zero transformed state of awareness because, by definition, there exists a set of non-zero measure \( \Xi \subset D \) which is not covered by some sensor. It is aimed to develop a decentralized control strategy that stabilizes the state of awareness under intermittent communications and/or faulty sensors over a large-scale domain.

Remark. 2.3.1. Let \( x_i(\tilde{q}, t) = 0 \) for all \( \tilde{q} \notin D \) and all \( t \geq 0 \). This remark will be useful for the validation of a lemma developed later.

2.3.2 State of Awareness Dynamic Model

State of Awareness Updates. Consider the case where the vehicles communicate only when they are within a range \( \lambda > 0 \) of each other. If a communication channel is established, vehicles exchange their awareness information. Let \( \mathcal{G}_i(t) = \{ j \in \mathcal{S} : \|q_j - q_i\| < \} \).
\( \lambda \), \( i \in S \), be the set of vehicles that neighbor vehicle \( \mathcal{V}_i \) (including vehicle \( \mathcal{V}_i \) itself) at time \( t \). Whenever new vehicles \( \mathcal{V}_j \) are added to the set \( \mathcal{G}_i \), vehicle \( \mathcal{V}_i \) will instantaneously exchange all the available awareness information with new neighbors in a discrete awareness update step. If no or more than one vehicle drop from \( \mathcal{G}_i(t) \) (possibly faulty sensors), the individual state of awareness of vehicle \( \mathcal{V}_i \) does not change. Let \( t_c \) be the time instant at which vehicles \( \mathcal{V}_j, \mathcal{V}_k, \ldots \) become members of \( \mathcal{G}_i \). That is \( \mathcal{V}_j, \mathcal{V}_k, \ldots \notin \mathcal{G}_i(t^-_c) \) but \( \mathcal{V}_j, \mathcal{V}_k, \ldots \in \mathcal{G}_i(t^+_c) \). Hence, the following update equation takes place whenever a set of vehicles \( \bar{\mathcal{G}}_i(t) \subset S \setminus \mathcal{G}_i(t) \) gets added to \( \mathcal{G}_i(t) \) at time \( t \):

\[
x_i(\bar{\mathcal{q}}, t^+) = (-1)^{\bar{n}_i(t)}x_i(\mathcal{q}, t) \cdot \prod_{j \in \bar{\mathcal{G}}_i(t)} x_j(\mathcal{q}, t),
\]

(2.19)

where \( \bar{n}_i(t) \) is the number of vehicles in \( \bar{\mathcal{G}}_i(t) \). Hence, the transformed state of awareness evolves according to the continuous dynamics given by Equation (2.17) and undergoes a discrete update step given by Equation (2.19) whenever new vehicles become \( \mathcal{V}_i \)'s neighbors. Figure 2.15 illustrates the awareness model for the continuous dynamics (2.17) and the discrete awareness state update (2.19). Note that there is one continuous mode (2.17) and one switching condition \( \bar{\mathcal{G}}_i(t) \neq \emptyset \). When the switching condition is satisfied, the initial condition of the system is reset according to the reset map (2.19). If \( \bar{\mathcal{G}}_i(t) = \emptyset \) (i.e., no new vehicles become neighbors of \( \mathcal{V}_i \)), then the awareness state of vehicle \( \mathcal{V}_i \) obeys the continuous differential equation (2.17). This includes the case when vehicles drop from \( \mathcal{G}_i(t) \) (e.g., faulty sensors) or when existing neighbors retain their \( \mathcal{V}_i \) neighborhood status. If the number of new vehicles \( \bar{n}_i(t) \) in \( \bar{\mathcal{G}}_i(t) \) is nonzero at time \( t \), then the value of the transformed state of awareness of vehicle \( \mathcal{V}_i \) will be discretely substituted with the product of the awareness states of all the vehicles in \( \bar{\mathcal{G}}_i(t) \) and itself. According to Equation (2.19), if the number of newly added vehicles is even, then the multiplication of their states of awareness will be a non-negative number because the term \( x_i \) is always
less than or equal to zero. In this case, the newly updated state of awareness will stay negative after multiplying the state of awareness of vehicle $V_i$ itself. However, when the number of newly added vehicles is odd, the multiplication of all these states of awareness together with the state of awareness of vehicle $V_i$ will be a positive number. Hence, the introduction of $(-1)^{\bar{n}_i(t)}$ makes sure that the updated state of awareness is always negative. Moreover, this product reflects the improvement in the state of awareness of vehicle $V_i$.

For example, assume that all the vehicles in the mission fleet have an initial transformed state of awareness of $-1$ and their coverage goal is to achieve a transformed awareness value close to zero everywhere within the domain. If $V_i$ has a transformed awareness of $-0.5$ at some $\tilde{q}$ at time $t$, and it updates its transformed state of awareness based on the transformed state of awareness of another neighbor vehicle of $-0.5$, then the new awareness at $\tilde{q}$ is now $-0.25$ according to the update Equation (2.19). The two extremes are:

1. if the second vehicle has no awareness at $\tilde{q}$ (i.e., a value of $-1$), then the new awareness is still $-0.5$ since the second vehicle did not “add any awareness” at that point.

2. if the second vehicle has perfect awareness at $\tilde{q}$ (i.e., a value of $0$), then the new awareness is now $0$ since the second vehicle had perfect awareness level there.
**Awareness Metric.** Let the awareness metric be given by

\[
e_{gi}(t) = \int_{D} \frac{1}{2} x_i^2(\tilde{q}, t) d\tilde{q}, \quad i \in S, \tag{2.20}
\]

which is the global error over the entire mission domain achieved by vehicle \( V_i \). It is said to be global since the integration is performed over the entire domain \( D \). The coverage goal of each vehicle is to guarantee that the above metric (2.20) decreases with time and ultimately converges to a small neighborhood of zero.

Further, define

\[
e_{g}(t) = \int_{D} \frac{1}{2} x^2(\tilde{q}, t) d\tilde{q}
\]

as the global error over the entire mission domain achieved by all the MAVs.

Let the local awareness error function associated with vehicle \( V_i \) be

\[
e_{iW_i}(t) = \int_{\mathcal{W}_i(t)} \frac{1}{2} x_i^2(\tilde{q}, t) d\tilde{q} \geq 0, \quad i \in S, \tag{2.22}
\]

with \( e_{iW_i}(t) = 0 \) if and only if \( x_i(\tilde{q}, t) = 0 \) for every point \( \tilde{q} \) inside the sensory domain \( \mathcal{W}_i(t) \). This is a decentralized awareness metric associated with vehicle \( V_i \) that reflects the quality of the state of awareness within \( \mathcal{W}_i(t) \) achieved by vehicle \( V_i \) alone. This metric will be used for the development of the decentralized control law. Note that the metric is a function of the position of vehicle \( V_i \) because of the integral domain \( \mathcal{W}_i(t) \).

Moreover, define the centralized awareness metric associated with the entire search fleet \( S(t) \) by

\[
e_{W_i}(t) = \int_{\mathcal{W}_i(t)} \frac{1}{2} x^2(\tilde{q}, t) d\tilde{q}. \tag{2.23}
\]
This is a centralized awareness metric associated with vehicle $V_i$ that reflects the quality of the state of awareness within $W_i(t)$ achieved by all vehicles in $S$. This metric will be used to develop the control law for the centralized search problem.

### 2.3.3 Awareness Coverage with Intermittent Communications

**Overall Description of Control Strategy.** In this section, a decentralized control law $u^*_i$ is developed based on the awareness metric (2.20) and the local awareness error function (2.22) over a large-scale domain using MAVs with intermittent communications and/or faulty sensors. The control law $u^*_i$ is inspired by Equation (2.9) in Section 2.2.2 for deterministic Lyapunov-based coverage control. It is composed of a nominal control law $\bar{u}_i$ and a perturbation control law $\bar{u}_i$. Initially, a vehicle $V_i$ is deployed and is governed by a nominal control law $\bar{u}_i$ developed based on the error function (2.22), which drives it in the direction that maximizes its local state of awareness (since the error function (2.22) is defined within the sensory domain $W_i(t)$) by moving in the direction of low awareness levels. The nominal control law $\bar{u}_i$ will eventually drive $e^t_{W_i}(t)$ to a neighborhood of zero. Whenever the transformed state of awareness is such that $\|x_i(\tilde{q}, t)\| \leq \xi$, where $\xi$ is some threshold to be defined later, for all $\tilde{q} \in W_i(t)$ (i.e., $e^t_{W_i}(t) \rightarrow 0$), the vehicle is said to have converged to a local minimum, and the control law is switched to a perturbation control law $\bar{u}_i$ that drives the vehicle out of this local minimum to the nearest point with less than full awareness, which guarantees that every point within the domain $D$ with insufficient awareness will be covered. Once away from the local minimum, $e^t_{W_i}(t)$ is no longer in a small neighborhood of zero since not every point within the sensory domain $W_i(t)$ has $\|x_i(\tilde{q}, t)\| \leq \xi$, and the controller is switched back to the nominal controller. The switching between the nominal control law $\bar{u}_i$ and the perturbation control law $\bar{u}_i$ is repeated until the entire domain $D$ has a full state of awareness. That is, the global error $e_g(t)$ given by Equation (2.20) converges to a neighborhood of zero. Figure 2.16
illustrates the overall control strategy applied on a single vehicle for the awareness coverage control over a square domain. Green represents low awareness, yellow for higher awareness and red for full awareness. The black dot represents the position of the vehicle, while the circle indicates the limited range of the sensor. Figure 2.16(a) shows an initial deployment of the vehicle under the nominal control law $\bar{u}_i$ at the outset. The control law $\bar{u}_i$ moves the vehicle towards the direction of lower awareness levels. Figure 2.16(b) demonstrates an instance when the vehicle is trapped in a local minimum with full awareness and the perturbation control law $\bar{u}_i$ is applied. Figure 2.16(c) corresponds to full awareness, i.e., the mission is completed when $e_{gi} \to 0$.

**Nominal Control Law.** Between discrete jumps in awareness due to intermittent sharing of awareness information with other vehicles, the vehicle kinematic equation (2.1) and state of awareness equation (2.17) constitute two first order differential equations. In this section, these two equations together with the individual vehicle error function (2.22) are used to derive a nominal control law that seeks to reduce the value of $e_{W_i}$ for each vehicle. The nominal control law itself does not guarantee convergence of $x_i(\hat{q}, t)$ to a neighborhood of zero over the entire domain $\mathcal{D}$. Instead, it only guarantees that $x_i(\hat{q}, t) \to 0$ within the sensory domain $\mathcal{W}_i$ for each vehicle. A perturbation control law will be deployed along with the nominal control law to guarantee that $\|x_i(\hat{q}, t)\| < \xi$ over the entire domain $\mathcal{D}$.

Without any loss of generality, the following assumption for the initial state of awareness will be made.

**IC2** The initial state of awareness is given by:

$$x_i(\hat{q}, 0) = x_{i0} = -1, i \in \mathcal{S}.$$

**Assumption 2.3.1.** Assume that $\zeta = 0$.  
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Figure 2.16: Illustration of the overall control strategy.
With Assumption 2.3.1, the ensuing results are applicable to problems in search and rescue/retrieval problems (especially with static victims or objects of interests), domain monitoring, and “low level” surveillance.

Consider the following nominal control law:

$$\bar{u}_i(t) = \bar{k}_i \int_{W_i(t)} x_i^2(\bar{q}, t) \left( \int_0^t \frac{\partial(A_i(\bar{q}, q_i(\sigma)))}{\partial \bar{q}} d\sigma \right) d\bar{q}. \tag{2.24}$$

where $\bar{k}_i > 0$ is a feedback gain. It will be proved that control law (2.24) guarantees the convergence of $x_i(\bar{q}, t)$ to zero at every point $\bar{q}$ in the sensory domain $W_i(t)$.

**Remark. 2.3.2.** In the expression for $\bar{u}_i(t)$, the time integral “memory” term under the spatial integration is an integration of historical data that translates into the reliance on past search history for vehicle motion planning. Note that the memory term is multiplied by $x_i^2(\bar{q}, t)$ before being integrated over the sensory domain at the current time $t$. This indicates that historical data as well as up-to-date awareness levels within the vehicle’s sensor domain are compounded to decide on the motion.

First consider the following lemma, which will be used shortly.

**Lemma 2.3.1.** For any function $F: \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R}$, the following equation holds,

$$\frac{d}{dt} \int_{W_i(t)} F(q, t) d\bar{q} = \int_{W_i(t)} \left[ \langle \text{grad}_q F(\bar{q}, t) \rangle \cdot u_i + \frac{\partial F(\bar{q}, t)}{\partial t} \right] d\bar{q},$$

where $u_i$ is the velocity of vehicle $V_i$ and $\text{grad}_q$ is the gradient operator with respect to $\bar{q}$.

**Proof.** This is a direct consequence of Equation (3.3) in [38], where note that $u_i$ is the velocity of any point within the (rigid) domain $W_i$ (including the boundary).

Next, consider the following condition, whose utility will also become obvious shortly.

**Condition C2.** $x_i(\bar{q}, t) = 0, \forall \bar{q} \in W_i(t)$. 
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This condition corresponds to the case where the set of points within $W_i$ have perfect coverage and the local error $e^i_{W_i}$ is zero.

**Lemma 2.3.2.** For any $t \geq 0$, if Condition C2 holds for vehicle $V_i$, then $e^i_{W_i}(t) = 0$, $i \in S$. Conversely, if $e^i_{W_i}(t) = 0$ for some time $t \geq 0$, then Condition C2 holds for vehicle $V_i$.

**Proof.** The proof of this lemma is similar to that of Lemma 2.2.1 in Section 2.2.2. □

**Theorem 2.3.1.** Under Assumption 2.3.1, the control law $\tilde{u}_i(t)$ given by Equation (2.24) drives $e^i_{W_i}(t) \to 0$ asymptotically between awareness state switches.

**Proof.** Consider the function $\dot{V}_i = e^i_{W_i}(t) \geq 0$. From Lemma 2.3.2, $\dot{V}_i = 0$ if and only if Condition C2 holds for vehicle $V_i$. According to Lemma 2.3.1,

$$\dot{V}_i = e^i_{W_i}(t) = \frac{d}{dt} \left( \int_{W_i(t)} \frac{1}{2} x^2_i(\tilde{q}, t) \, d\tilde{q} \right) = \int_{W_i(t)} \text{grad} \left( \frac{1}{2} x^2_i(\tilde{q}, t) \right) \cdot \tilde{u}_i \, d\tilde{q} + \int_{W_i(t)} \frac{\partial \left( \frac{1}{2} x^2_i(\tilde{q}, t) \right)}{\partial t} \, d\tilde{q}. \quad (2.25)$$

Note that according to Remark 2.3.1, the integration region $W_i(t)$ always holds even when $W_i(t)$ lies outside of $D$. First consider the spatial gradient term in Equation (2.25):

$$\int_{W_i(t)} \text{grad} \left( \frac{1}{2} x^2_i(\tilde{q}, t) \right) \cdot \tilde{u}_i \, d\tilde{q} = \int_{W_i(t)} \frac{\partial \left( \frac{1}{2} x^2_i(\tilde{q}, t) \right)}{\partial \tilde{q}} \cdot \tilde{u}_i \, d\tilde{q} = \int_{W_i(t)} x_i(\tilde{q}, t) \frac{\partial (x_i(\tilde{q}, t))}{\partial \tilde{q}} \cdot \tilde{u}_i \, d\tilde{q}.$$

Next, an expression for $\frac{\partial (x_i(\tilde{q}, t))}{\partial \tilde{q}}$ needs to be derived. From Equation (2.17) and assuming $\zeta = 0$, it follows that

$$x_i(\tilde{q}, t) = e^{-\int_0^t A_i(\tilde{q}, \tilde{q}_i(\sigma)) \, d\sigma} x_{i0}. \quad (2.25)$$
Hence,

\[
\frac{\partial x_i(\tilde{q}, t)}{\partial \tilde{q}} = -e^{-\int_0^t A_i(\tilde{q}, q_i(\sigma)) d\sigma} x_i \int_0^t \frac{\partial (A_i(\tilde{q}, q_i(\sigma)))}{\partial \tilde{q}} d\sigma = -x_i(\tilde{q}, t) \int_0^t \frac{\partial (A_i(\tilde{q}, q_i(\sigma)))}{\partial \tilde{q}} d\sigma.
\]

Therefore,

\[
\int_{W_i(t)} \text{grad} \left( \frac{1}{2} x_i^2(\tilde{q}, t) \right) \cdot \bar{u}_i d\tilde{q} = -\int_{W_i(t)} x_i^2(\tilde{q}, t) \left( \int_0^t \frac{\partial (A_i(\tilde{q}, q_i(\sigma)))}{\partial \tilde{q}} d\sigma \right) \cdot \bar{u}_i d\tilde{q}.
\]

Note that \(\bar{u}_i(t)\) is a function of time but not \(\tilde{q}\), so it can be pulled outside of the integration.

Substitute \(\bar{u}_i(t)\) in Equation (2.24) into the above equation, it follows that

\[
\int_{W_i(t)} \text{grad} \left( \frac{1}{2} x_i^2(\tilde{q}, t) \right) \cdot \bar{u}_i d\tilde{q} = -\bar{k}_i \left[ \int_{W_i(t)} x_i^2(\tilde{q}, t) \left( \int_0^t \frac{\partial (A_i(\tilde{q}, q_i(\sigma)))}{\partial \tilde{q}} d\sigma \right) d\tilde{q} \right] \leq 0.
\]

Next, consider the integral of the time derivation term in Equation (2.25). According to Equation (2.17) and assuming no information loss, that is, \(\zeta = 0\),

\[
\int_{W_i(t)} \frac{\partial (\frac{1}{2} x_i^2(\tilde{q}, t))}{\partial t} d\tilde{q} = -\int_{W_i(t)} x_i^2(\tilde{q}, t) A_i(||\tilde{q} - q_i||) d\tilde{q} \leq 0.
\]

Therefore,

\[
\dot{V}_i = -\bar{k}_i \left[ \int_{W_i(t)} x_i^2(\tilde{q}, t) \left( \int_0^t \frac{\partial (A_i(\tilde{q}, q_i(\sigma)))}{\partial \tilde{q}} d\sigma \right) d\tilde{q} \right]^2 - \int_{W_i(t)} x_i^2(\tilde{q}, t) A_i(||\tilde{q} - q_i||) d\tilde{q} \leq 0.
\]

Note that equality holds if and only if Condition C2 holds. This can be seen as follows.

First, note that if Condition C2 holds, \(\dot{V}_i\) is clearly equal to zero because \(x_i(\tilde{q}, t) = 0\) for
∀q ∈ W_i(t). Secondly, if \( \dot{V}_i \) is zero, but \( x_i(\tilde{q}, t) \neq 0 \) within \( W_i(t) \), the second term will always be non-zero because \( A_i(\|q - q_i\|) > 0 \) within the sensory domain \( W_i(t) \). Hence, for \( \dot{V}_i = 0 \), the only possibility is that \( x_i(\tilde{q}, t) = 0 \), which also makes the first term zero. Then \( \dot{V}_i = 0 \) only if Condition C2 holds. This and Lemma 2.3.2 complete the proof. ■

**Perturbation Control Law.** Before introducing the perturbation control law, consider the following condition.

**Condition C3.** \( \|x_i(\tilde{q}, t)\| \leq \xi, \forall \tilde{q} \in W_i(t) \), where \( \xi > 0 \) is the awareness tolerance.

This condition corresponds to the case where the local error (i.e., over \( W_i \)) is in a neighborhood of zero, that is, the situation when the vehicle is making very little progress (almost “stuck”).

Using the nominal control law in Equation (2.24), each vehicle will be guaranteed to have a state of awareness \( \|x_i(\tilde{q}, t)\| \leq \xi \) at each point \( \tilde{q} \in W_i(t) \) for a given \( \xi > 0 \), i.e., Condition C3. However, this does not necessarily mean that the error \( e_{gi}(t) \) of each vehicle over the entire domain given by Equation (2.20) will converge to a neighborhood of zero. If Condition C3 holds but with \( e_{gi}(t) > \bar{\xi} \) (to be precisely defined), the perturbation control law given by Equation (2.8) in Section 2.2.2 is used to perturb the system away from the Condition C3, however, here \( \tilde{q}_i^* \in D \) is chosen such that \( \|x_i(\tilde{q}_i^*, t)\| > \xi \).

Define the following sets in a same fashion as in Section 2.2.2, i.e.,

\[
D^i_e(t) := \{ \tilde{q} \in D : \|x_i(\tilde{q}, t)\| > \xi \},
\]

let \( \overline{D^i_e(t)} \) be the closure of \( D^i_e(t) \) and we have,

\[
\tilde{D}^i_e(t) = \left\{ \tilde{q} \in \overline{D^i_e(t)} : \tilde{q} = \arg\min_{\tilde{q} \in \overline{D^i_e(t)}} \|q_i(t) - \tilde{q}\| \right\}.
\]

Here the superscripts \( i \) is used to indicate that the sets are associated with vehicle \( V_i \).
Note that $\tilde{q}_i^*$ is chosen based on coverage information available to vehicle $V_i$ only, which is appropriate in the setting here since the control law is decentralized.

**Theorem 2.3.2.** If the system is at the state described by the Condition $C3$ and the set $\tilde{D}_i(t)$ at time $t$ is nonempty, then the control law $\tilde{u}_i(t)$ given by Equation (2.8) drives the system away from Condition $C3$.

**Proof.** If Condition $C3$ holds and the set $\tilde{D}_i(t)$ at time $t$ is nonempty, it follows from the linearity of the closed-loop system: $\dot{q}_i(t) = -\tilde{k}_i(q_i(t) - \tilde{q}_i^*(t_s))$ that the vehicle $V_i$ will converge asymptotically to a neighborhood of $\tilde{q}_i^*(t_s)$. Hence, there will exist a time such that $\|q_i - \tilde{q}_i^*\| < r_i$, at which time Condition $C3$ no longer holds. ■

**Overall Control Strategy.** Theorems 2.3.1 and 2.3.2 give us the following result.

**Theorem 2.3.3.** Under limited sensory range model $SM$ and initial condition $IC2$, the control law

$$u_i^*(t) = \begin{cases} 
\tilde{u}_i & \text{if Condition } C3 \text{ does not hold} \\
\bar{u}_i & \text{if Condition } C3 \text{ holds} 
\end{cases}$$

(2.26)

drives the error $e_{gi}(t), i \in S$, to a neighborhood of zero value.

**Proof.** Under the control law (2.24), each vehicle moves in the direction that improves its own local (since integration is performed over the sensor domain $\mathcal{W}_i(t)$) awareness level and is in continuous motion as long as the state described in Condition $C3$ is avoided. Whenever the Condition $C3$ holds with global error $e_{gi}(t) > \bar{\xi}, i \in S$, the system is perturbed away from the Condition $C3$ by switching to the perturbation control law (2.8). Once away from the Condition $C3$, the controller is switched back to the nominal controller. This procedure is repeated until the point in time when there does not exist $\tilde{q}_i^*$ whenever Condition $C3$ holds. The non-existence of such a $\tilde{q}_i^*$ guarantees that $e_{gi}(t)$ is
sufficiently close to zero (since \( \| x_i(\tilde{q}, t) \| \) is not larger than \( \xi \) everywhere). That is to say, only when both Condition \textbf{C3} holds and \( \| x_i(\tilde{q}, t) \| \leq \xi \), \( \| \dot{x}_i(\tilde{q}, t) \| \rightarrow 1 \), for all \( \tilde{q} \in \mathcal{D} \), the mission is said to be accomplished and no further switching is performed.

To complete the proof, one has to show that infinite switching between (1) the continuous awareness evolution (2.17) and discrete awareness update (2.19), and (2) the nominal control law \( \bar{u}_i \) (2.24) and the perturbation control law \( \bar{u}_i^\ast \) (2.8) can never happen. For the former, note the fact that when \( x_i(\tilde{q}, t) \) undergoes a discrete update step, no instabilities are introduced. This is true since the update equation results in a discrete change from a continuous distribution \( x_i(\tilde{q}, t) \) over \( \mathcal{D} \) to another continuous distribution \( x_i(\tilde{q}, t^+) \). Moreover, \( \| x_i(\tilde{q}, t^+) \| \leq \| x_i(\tilde{q}, t) \| \) for each \( \tilde{q} \) at each switching instant. Hence, the resetting of \( x_i(\tilde{q}, t) \) can not introduce unbounded divergence by design and can only result in the decrease in the norm of \( x_i(\tilde{q}, t) \).

Secondly, infinite switching between \( \bar{u}_i \) and \( \bar{u}_i^\ast \) is impossible because (a) during the application of \( \bar{u}_i \) the value of \( e_{gi} \) decreases by an amount of non-zero measure, and (b) if Condition \textbf{C3} occurs and the control law \( \bar{u}_i \) is applied, once the vehicle is within a range less than \( r_i \) from \( \tilde{q}_i^\ast \), \( e_{gi} \) decreases by an amount of non-zero measure. These two facts guarantee that a finite number of switches will be performed to reach \( e_{gi} \leq \bar{\xi} \), where \( \bar{\xi} \) is an upper bound given by

\[
e_{gi}(t) = \int_{\mathcal{D}} \frac{1}{2} x_i^2(\tilde{q}, t) \, dt = \left\| \int_{\mathcal{D}} \frac{1}{2} x_i^2(\tilde{q}, t) \, dt \right\| = \int_{\mathcal{D}} \frac{1}{2} \| x_i^2(\tilde{q}, t) \| \, dt \leq \frac{\xi^2 A_D}{2} = \bar{\xi},
\]

where \( A_D \) is the area of \( \mathcal{D} \).

Finally, it also needs to show that the control velocity \( u_i^\ast(t) \) can never be infinite. When \( x_i(\tilde{q}, t) \) undergoes resetting, the control law \( \bar{u}_i \) undergoes a finite drop in magnitude (since \( x_i^2(\tilde{q}, t) \) itself experiences a finite drop in magnitude, see Equation (2.24), and since the memory term indicated in Equation (2.24) does not change across switches).
and, hence, no infinite control inputs are encountered across awareness state switches. In between switches, the control \( \bar{u}_i \) is also finite (but, in this case, continuous in time) because the memory term is finite (since the coverage function \( A_i \) is at least \( C^1 \)) for any finite time and since \( \| x_i(\tilde{q}, t) \| \) converges to a neighborhood of zero. The perturbation control law \( \bar{u}_i(t) \) is clearly bounded in magnitude since the feedback gain is finite and the vector \( q_i(t) - q_i^*(t_s) \) has a finite magnitude (due to boundedness of \( D \)).

Remark 2.3.3. The search approach proposed herein requires computations at the order of \( O(\tilde{n}^2 + 2) \) at each time step, where \( \tilde{n} \) is the number of cells in the discretized sensory domain \( W_i \). While alternative approaches, such as Voronoi-partitioning and stochastic-based SLAM methods, are computationally more burdensome (Refer to [60] for more details).

Remark 2.3.4. As a matter of implementation, if the condition for the reset map and the Condition \( C_3 \) occur at the same instant, checking of the Condition \( C_3 \) is performed after the reset map is performed.

Remark 2.3.5. Note that \( \bar{u}_i \) relies on the properties of the sensor coverage function \( A_i \). Hence, the coverage control law relies on the given sensor model to guide the vehicle during the coverage mission.

Remark 2.3.6. Redundant coverage (overlapping paths) would be expected among the vehicles. The main reasons for the overlapping of paths are:

- Decentralization and the fact that communications are established only intermittently, meaning that a vehicle may not have the actual overall history of coverage information. A main difference between the approach introduced here and [59] or [24] is that every sensor only considers a local error function \( e_{W_i}(t) \) that is independent of what other sensors may do. In other words, the sensor metrics pre-
sent here are independent of each other and do not capture the property of “co-
operation in sensing.” That is, cooperation is established in terms of interchange of
information through communication only.

- Sometimes a vehicle has to traverse an already covered region in order to get to an
uncovered region.

### 2.3.4 Generalization to Centralized Coverage Control

In this section, the above decentralized coverage control laws for MAVs are generalized
to centralized coverage control laws, where the awareness information is shared over all
vehicles in $\mathcal{S}$. Consider the following conditions.

**IC3** The initial state of awareness is given by: $x(\bar{q}, 0) = x_0 = -1$.

**Condition C4.** $x(\bar{q}, t) = 0, \forall \bar{q} \in \mathcal{W}_i(t)$.

Here, the dynamics of $x(\bar{q}, t)$ follows Equation (2.18). Following similar procedures
as above, the global awareness metric (2.21) and the local awareness error function (2.23)
based on all the MAVs are utilized to develop a centralized control law $u^*_i$.

$$u^*_i(t) = \begin{cases} 
\bar{u}_i(t) & \text{if Condition C4 doesn’t hold for } \mathcal{V}_i \in \mathcal{S} \\
\bar{u}_i(t) & \text{if Condition C4 holds for } \mathcal{V}_i \in \mathcal{S} 
\end{cases} \quad (2.27)$$

where

$$\bar{u}_i(t) = \bar{k}_i \int_{\mathcal{W}_i(t)} x^2(\bar{q}, t) \left( \int_0^t \frac{\partial A_i(\bar{q}, \bar{q}_i(\sigma))}{\partial \bar{q}} d\sigma \right) d\bar{q} \quad (2.28)$$

is the centralized nominal control law, and the choice of the point $\bar{q}_i^*$ in the central-
ized perturbation control law is based on centralized awareness information such that
$\|x(\bar{q}, t)\| > \xi$.
Theorem 2.3.4. Under limited sensory range model SM and initial condition IC3, the control law $u^*_i(t)$ given by Equation (2.27) drives the error $e_g(t)$ to a neighborhood of zero value.

This theorem can be proved following similar derivations as Theorem 2.3.3 without difficulty.

2.3.5 Simulation

In this section a numerical simulation is provided to illustrate the performance of the control strategy (2.26). Define the domain $D$ as a square region whose size is $64 \times 64$ units length and thus naturally discretize it into $64 \times 64$ cells, where $\tilde{q}$ represents the centroid of each cell. The domain has no information loss, that is, $\zeta = 0$. Assume there are 4 vehicles ($N = 4$) with a randomly selected initial deployment as shown by the green dots in Figure 2.17(a). Figure 2.17(a) shows the fleet motion in the plane (start at green dot and end at red dot). Let the initial state $x_{i0}, i = 1, 2, 3, 4$, be $-1$ and the desired state for $x_i(\tilde{q}, t)$ be 0, which correspond to $\tilde{x}_{i0} = 0$ and the desired actual state of awareness $\tilde{x}_i(\tilde{q}, t) = 1$. Here the nominal control law in Equation (2.24) is used with control gain $\tilde{k}_i = 8$ and the perturbation control law in Equation (2.8) is used with control gain $\tilde{\bar{k}}_i = 1, i = 1, \ldots, 4$. A vehicle is set to switch to the linear feedback control law whenever Condition C3 applies to it with $\xi = 1e^{-3}$. For the sensor model, set $M_i = 1, r_i = 12$ for all $i = 1, \ldots, 4$. For the intermittent communication range, it is set as the same as the sensory range $\lambda = r_i = 12$. The control velocities for all vehicles are shown in Figure 2.17(b). The global error $e_g(t)$ plotted in Figure 2.17(c) is the actual total performance achieved by the entire vehicle fleet and can be seen to converge to zero.

Figure 2.18 shows the variation of the transformed state of awareness $x(\tilde{q}, t)$ during the coverage mission, which is the equivalent awareness level as achieved by all the MAVs. Note that the minimal transformed state of awareness is about $-5.2 \times 10^{-3}$ over
Figure 2.17: Fleet motion, control effort, and error for awareness coverage control.
the entire domain at $t = 325$ and that the global error metric converges to a neighborhood of zero as predicted by Theorem 2.3.3.

### 2.4 Probabilistic Bayesian-Based Approach

In this section, the coverage control strategies are developed under a probabilistic framework, which guarantee full certainty over the mission domain based on Bayes analysis and information theory. In practice, no matter how high the quality of a vehicle sensor is, its sensing capability is limited and erroneous observations are bound to occur due to noise and sensor failure [124]. Hence, false or missed detections of object existence are inevitable and the system performance is indeterministic. Therefore, a probabilistic framework is desirable as it takes into account sensor errors, as well as allows for future incorporation of other tasks such as object tracking, data association, data/decision fusion, sensor registration, and clutter resolution.

In the stochastic setting, Bayes filters are used extensively for dynamic surveillance of a search domain. In [58], the author uses the Kalman filter for estimating a spatially-decoupled (i.e., it does not satisfy a partial differential equation, or a PDE) field and using the prediction step of the filter for guiding the vehicles to move in directions that improve the field estimate. The control algorithm is modified to guarantee satisfactory global coverage of the domain. Other stochastic dynamic coverage approaches include SLAM [21,28,74,90] and information-theoretic methods [49,50]. A similar filter-based coverage problem is addressed in [49] (for spatially decoupled processes) from an information-theoretic perspective.
Figure 2.18: Transformed state of awareness $x(q, t)$. 
2.4.1 Setup and Sensor Model

The grid-based method is used to develop the coverage control problem under probabilistic frameworks. The search domain is discretized into $N_{\text{tot}}$ cells. Let $\tilde{c}$ be an arbitrary cell in $\mathcal{D}$, and point $\tilde{q}$ is the centroid of $\tilde{c}$, which is consistent with the definition of $\tilde{q}$ under deterministic Lyapunov-based and aware-based frameworks. Assume that the discretization is fine enough such that at most one object can exist within a cell. The work presented in this section is analogous to the binary Bayes filter and the occupancy grid mapping algorithm [124], which are very popular mapping techniques to deal with observations with sensor uncertainties in robotics.

For the sake of clarity of ideas, first consider the case where there exists a single autonomous sensor-equipped vehicle that performs the search task. This scenario is an extreme case in which the resources available are at a minimum (a single sensor vehicle as opposed to multiple cooperating ones). The extension to MAVs domain search is provided in Section 2.4.5.

A Bernoulli-type sensor model is used, which gives binary outputs: object “present” or “absent”. This is a simplified but reasonable sensor model because it abstracts away the complexities in sensor noise, image processing algorithm errors, etc. [12, 13].

Let $X(\tilde{c})$ be the binary state random variable, where $X(\tilde{c}) = 0$ corresponds to object absent and $X(\tilde{c}) = 1$ corresponds to object present. Let the position of object $O_k$ be $p_k$ and $\mathcal{P}$ is the set of all object positions (unknown and randomly generated). The number of objects $N_o$ is a Binomial random variable with parameters $N_{\text{tot}}$ and $\text{Prob}(\tilde{c} \in \mathcal{P})$, where $\text{Prob}(\tilde{c} \in \mathcal{P})$ is the probability of object presence at cell $\tilde{c}$ (identical for all $\tilde{c}$ and independent). Hence, the probability of $k$ cells in the domain containing an object is

$$\text{Prob}(N_o = k) = \binom{N_{\text{tot}}}{k} \text{Prob}(\tilde{c} \in \mathcal{P})^k (1 - \text{Prob}(\tilde{c} \in \mathcal{P}))^{N_{\text{tot}}-k},$$
where \( k = 1, 2, \cdots, N_{\text{tot}} \). The expectation of \( N_o \) equals to the number of total cells in \( D \) multiplied by \( \text{Prob}(\tilde{c} \in P) \), that is,

\[
E[N_o] = N_{\text{tot}} \text{Prob}(\tilde{c} \in P).
\]  

Note that the realization of \( X(\tilde{c}) \) depends on the position of the observed cell, that is,

\[
X(\tilde{c}) = \begin{cases} 
1 & \tilde{c} \in P, \\
0 & \text{otherwise.}
\end{cases}
\]

Since \( P \) is unknown and random, \( X(\tilde{c}) \) is a random variable with respect to every \( \tilde{c} \in D \).

Similarly, let \( Y(\tilde{c}) \) be the binary observation random variable, where \( Y(\tilde{c}) = 0 \) corresponds to the observation indicating object absent and \( Y(\tilde{c}) = 1 \) corresponds to the observation indicating object present, respectively. The actual observation is taken according to the probability parameter \( \beta \) of the Bernoulli distribution.

Given a state \( X(\tilde{c}) = j \), the conditional probability mass function \( f \) of the Bernoulli observation distribution is given by

\[
f_{Y(\tilde{c})}(Y(\tilde{c}) = k|X(\tilde{c}) = j) = \begin{cases} 
\beta & \text{if } k = j, \\
1 - \beta & \text{if } k \neq j,
\end{cases} \quad j, k = 0, 1.
\]  

Because the states \( X(\tilde{c}) \) are spatially i.i.d., the observations \( Y(\tilde{c}) \) taken at every cell \( \tilde{c} \) within the mission domain \( D \) are spatially i.i.d. and hence the probability distribution for every \( \tilde{c} \in D \) follows the same structure.

Therefore, the general conditional probability matrix \( B \) is given as follows

\[
B = \begin{bmatrix} 
\text{Prob}(Y(\tilde{c}) = 0|X(\tilde{c}) = 0) = \beta & \text{Prob}(Y(\tilde{c}) = 0|X(\tilde{c}) = 1) = 1 - \beta \\
\text{Prob}(Y(\tilde{c}) = 1|X(\tilde{c}) = 0) = 1 - \beta & \text{Prob}(Y(\tilde{c}) = 1|X(\tilde{c}) = 1) = \beta
\end{bmatrix}
\]  

(2.31)
where $\text{Prob}(Y(\tilde{c}) = i|X(\tilde{c}) = j), i, j = 0, 1$, describes the probability of measuring $Y(\tilde{c}) = i$ given state $X(\tilde{c}) = j$. For the sake of simplicity, it is assumed that the sensor capabilities of making a correct measurement are the same. That is, $\text{Prob}(Y(\tilde{c}) = 0|X(\tilde{c}) = 0) = \text{Prob}(Y(\tilde{c}) = 1|X(\tilde{c}) = 1) = \beta$ as the detection probability of the sensor.

The following two sensor models are assumed in this work. However, note that the specific formulation will not affect the analysis of the subsequent search methods. Both of the sensor models capture the key feature of limited sensory range and will be used interchangeably throughout this dissertation.

**Unit Sensory Range** For the sake of illustration clarity, assume that the sensor is only capable of observing one cell at a time. That is, the sensor model assumes a limited unit sensory range. Therefore, $\beta$ is set as a constant value.

**Limited Circular Sensory Domain** To be consistent with the sensor models used in the deterministic frameworks in Sections 2.2 and 2.3, let the detection probability $\beta$ to be a function of the relative distance between the sensor and the centroid of the observing cell $\tilde{c}$. Similar as the sensor model SM proposed in Section 2.2, here a limited-range circular sensor domain is assumed and a fourth order polynomial function of $s = \|q(t) - \bar{q}\|$ is used within the sensor range $r$ and $b_n = 0.5$ otherwise,

$$
\beta(s) = \begin{cases} 
\frac{M}{r^4}(s^2 - r^2)^2 + b_n & \text{if } s \leq r \\
\frac{b_n}{r^4} & \text{if } s > r 
\end{cases},
$$

(2.32)

where $M + b_n$ gives the peak value of $\beta$ if the cell $\tilde{c}$ being observed is located at the sensor vehicle’s location, which indicates that the sensor’s detection probability is highest exactly where it is. The sensing capability decreases with range and becomes 0.5 out-
side of \( \mathcal{W} \), implying that the sensor returns an equal-likely observation of “absence” or “presence” regardless of the truth.

### 2.4.2 Bayes Updates

Next, Bayes’ rule is employed to update the probability of object existence at \( \tilde{c} \). Given an observation \( Y_t(\tilde{c}) = i \) taken at time step \( t \), Bayes’ rule gives, for each \( \tilde{c} \), the posterior probability of object existence \( (X(\tilde{c}) = j) \) as:

\[
P(X(\tilde{c}) = j | Y_t(\tilde{c}) = i; t + 1) = \frac{P(Y_t(\tilde{c}) = i | X(\tilde{c}) = j; t)P(X(\tilde{c}) = j; t)}{P(Y_t(\tilde{c}) = i)}, \quad (2.33)
\]

where \( P(Y_t(\tilde{c}) = i | X(\tilde{c}) = j; t) \) is the probability of the particular observation \( Y_t(\tilde{c}) = i \) being taken given state \( X(\tilde{c}) = j \), which is given by the \( \beta \) function (2.32), \( P(Y_t(\tilde{c}) = i | X(\tilde{c}) = j; t) \) is the prior probability of \( X(\tilde{c}) = j \) at \( t \), and \( P(Y_t(\tilde{c}) = i) \) gives the total probability of having observation \( Y_t(\tilde{c}) = i \) regardless of the actual state.

According to the law of total probability,

\[
P(Y_t(\tilde{c}) = i) = P(Y_t(\tilde{c}) = i | X(\tilde{c}) = j; t)P(X = j; t) + P(Y_t(\tilde{c}) = i | X(\tilde{c}) = 1 - j; t)P(X = 1 - j; t), \quad i, j = 0, 1(2.34)
\]

Substitute Equation (2.34) into Equation (2.33), the posterior probability of object absent is \( P(X(\tilde{c}) = 0 | Y_t(\tilde{c}) = i; t + 1) \) and object present is \( P(X(\tilde{c}) = 1 | Y_t(\tilde{c}) = i; t + 1) \) whenever there is a new observation \( Y_t(\tilde{c}) = i \) taken.

### 2.4.3 Uncertainty Map

Based on the updated probabilities, an information-based approach is used to construct the uncertainty map for every \( \tilde{c} \) within the search domain. The uncertainty map will be used
to guide the vehicle towards regions with highest search uncertainty in the domain. The
information entropy function of a probability distribution is used to evaluate uncertainty.
Let \( P_{H_s} = \{ P(X(\bar{c}) = 0), P(X(\bar{c}) = 1) \} \) be the probability distribution of the search
process for the two distinct realizations of the state in our case. Define the information
entropy at \( \bar{c} \) at time \( t \) as:

\[
H_s(P_{H_s}, \bar{c}, t) = -P(X(\bar{c}) = 0) \ln P(X(\bar{c}) = 0) - P(X(\bar{c}) = 1) \ln P(X(\bar{c}) = 1)
\] (2.35)

If \( P(X(\bar{c}) = 0) = 0 \), the term \( P(X(\bar{c}) = 0) \ln P(X(\bar{c}) = 0) \) is set to 0 by convention
because there is no uncertainty about object existence or lack thereof. It also follows that
\[
\lim_{P(X(\bar{c})=0)\to 0} P(X(\bar{c}) = 0) \ln P(X(\bar{c}) = 0) = 0.
\]
The same applies for \( P(X(\bar{c}) = 1) \). Figure 2.19 shows the information entropy
(2.35) as a function of \( P(X(\bar{c}) = 1) \). Note that \( H_s(P_{H_s}, \bar{c}, t) \geq 0 \) and the maximum
value attainable by \( H_s(P_{H_s}, \bar{c}, t) \) is \( H_{s,\text{max}} = 0.6931 \) when \( P(X(\bar{c}) = 1) = 0.5 \). This implies
that the equal-likely case results in the most uncertain information. The information
entropy distribution at time step \( t \) over the domain forms an uncertainty map at that time
instant.

The greater the value of \( H_s \), the bigger the uncertainty is. The desired uncertainty
level is \( H_s(P_{H_s}, \bar{c}, t) = 0 \) over \( \mathcal{D} \). The initial “uncertainty” distribution is assumed to
be the maximum value $H_{s, \max} \forall \tilde{c} \in \mathcal{D}$ reflecting the fact that at the outset of the search mission there is a poor search certainty level everywhere within the domain.

2.4.4 Bayesian-Based Coverage Control

Now consider a search strategy for the coverage control problem in the Bayesian-based probabilistic framework. In general, the control $u(t)$ is restricted to a set $\mathcal{U}$. For example, $\mathcal{U}$ could be the set of all controls $u(t) \in \mathbb{R}^2$ such that $\|u(t)\| < u_{\max}$, where $u_{\max}$ is the maximum allowable control velocity. First consider a set $\mathcal{Q}_{W}(t)$. Let

$$\mathcal{Q}_{W}(t) = \{ \tilde{c} \in \mathcal{W} : \tilde{q} - q(t) \in \mathcal{U} \}.$$ 

In other words, $\mathcal{Q}_{W}(t)$ is the set of cells within the sensory domain where the vehicle could reach given the restrictions on control.

Consider the following condition, whose utility will become obvious shortly.

**Condition C5.** $H_{s}(P_{H_{s}}, \tilde{c}, t) \leq H_{s}^{u}, \forall \tilde{c} \in \mathcal{Q}_{W}(t)$, where $H_{s}^{u} > 0$ is a preset threshold of some small value.

Following the same structure as the deterministic Lyapunov-based and awareness-based control laws (2.2.1, 2.26), the Bayesian-based probabilistic search strategy is given as follows:

$$u^{*}(t) = \begin{cases} \overline{u}(t) & \text{if Condition C5 does not hold} \\ \overline{u}(t) & \text{if Condition C5 holds} \end{cases}. \quad (2.36)$$

Let $\hat{c}_{*}$ be the cell that has the highest search uncertainty within $\mathcal{Q}_{W}(t)$, that is,

$$\hat{c}_{*}(t + 1) = \arg\max_{\tilde{c} \in \mathcal{Q}_{W}(t)} H_{s}(P_{H_{s}}, \hat{c}, t). \quad (2.37)$$
The nominal control law is then set to be

\[ \bar{u}(t) = \bar{q}_*(t + 1) - q(t) \in U, \]

where \( \bar{q}_* \) is the centroid of cell \( \tilde{c}_* \).

If Condition **C5** holds, then the perturbation controller \( \bar{u}(t) \) is used, and \( \bar{q}^* \) is chosen as the centroid of \( \tilde{c}^* \in \tilde{Q}_D(t) = \{ \tilde{c} \in \mathcal{D} : \tilde{q} - q(t) \in U \} \) such that \( H_s(P_{H_s}, \tilde{c}^*, t) > H_s^u \).

The choice of \( \tilde{c}^* \) by the vehicle can be made several ways. Here provides one example of many possible perturbation control approaches, which is consistent with the scheme presented in Section 2.2.2. This maneuver seeks the minimum distance for redeployment, and hence is efficient energy-wise than other possibilities. Let

\[ \tilde{D}_e(t) := \{ \tilde{c} \in \tilde{Q}_D(t) : H_s(P_{H_s}, \tilde{c}, t) > H_s^u \}, \]

which is a set of all \( \tilde{c} \) for which \( H_s(P_{H_s}, \tilde{c}, t) \) is larger than the preset value \( H_s^u \). Let \( \tilde{\tilde{D}}_e(t) \) be the set of cells in \( \tilde{D}_e(t) \) that minimize the distance between the position vector of vehicle \( \mathcal{V} \), \( q \), and the set \( \tilde{D}_e(t) \):

\[ \tilde{\tilde{D}}_e(t) = \{ \tilde{c}^* \in \tilde{D}_e(t) : \tilde{c}^* = \arg\min_{\tilde{c} \in \tilde{D}_e(t)} \| \tilde{q} - q(t) \| \}. \]

The control law (2.36) guarantees that the uncertainty function \( H_s(P_{H_s}, \tilde{c}, t) \) for all \( \tilde{c} \in \mathcal{D} \) is below \( H_s^u \) at some time \( t_s \). A formal proof will be given as part of the Bayesian-based decision-making strategy in Section 4.3 in Chapter 4.

**Remark 2.4.1.** Note that according to Equation (2.37), \( \tilde{c}_*(t + 1) \) might be a set of cells holding the same maximum search uncertainty value. If there are multiple such cells, then one can define a rule that picks the “best” one according to some metric (e.g., the cell with its centroid that is closest to the vehicle’s current position). Currently, assume there
is only one such cell for the sake of simplicity.

Remark 2.4.2. The reasons that the choice of \( \tilde{c}_* \) is restricted to \( W \) (as opposed to \( D \)) in the definition of \( Q_W(t) \) (causing \( \tilde{u} \) to become a local controller) are as follows:

1. Using \( W \) instead of \( D \) avoids unnecessary extra computational burden during the search for \( \tilde{c}_* \) by using a smaller space and, hence, is more computationally efficient. It is especially true in the case of large-scale domains, where much of the domain \( D \) is unreachable from where the vehicle is because of the restriction on \( u \) to be in the control set \( U \).

2. Although in this dissertation it is assumed that the vehicle has full knowledge of the domain \( D \) and the search uncertainty function \( H_s(P_{H_s}, \tilde{c}, t) \) for all \( \tilde{c} \in D \), \( D \) may not be known in real time. In this case, all the information the vehicle could obtain is within its limited sensory domain \( W \).

Remark 2.4.3. Having \( U \) arbitrary (i.e., such that \( Q_D(t) \) may not be equal to \( D \)), our algorithm may get stuck in regions where \( H_s < H_s^u \) and no control can take outside this region and no overall coverage can be guaranteed. This is a shortcoming of the current proposed control strategy but as long as there is no global centralized computer that sees the entire \( D \), there is very little any control policy will ever be able to do.

2.4.5 Extension to MAVs with Intermittent Information Sharing

In this section, the Bayesian-based domain search strategies are extended to distributed MAVs with intermittent information sharing. Multi-sensor fusion based on observations from neighboring vehicles is implemented via binary Bayes filter. It will be proved that, under appropriate sensor models, the belief of whether objects exist or not will converge to the true state. Different motion control schemes are numerically tested to illustrate the effectiveness of the proposed strategy.
In order to reduce the uncertainty due to sensor errors, or equivalently, to maximize the probability of finding an object of interest, all the available observations a vehicle has access to (i.e., taken by the vehicle itself and its neighboring vehicles) should be fused together and utilized as a combined observation sequence. It will be proved that given sensors with a detection probability greater than 0.5, the search uncertainty will converge to a small neighborhood of zero, i.e., all unknown objects of interest are found with 100% confidence level. This is a nontrivial problem given limited theoretical results existing in the literature and its significance for effective sensor management, especially when the sensing and communication resources are limited.

2.4.5.1 Bayes Updates for MAVs with Intermittent Communications

Let the detection probability of each vehicle sensor $V_i$ be denoted as $\beta_i$. Clearly, $\beta_i \in [0, 1]$. In this section, the binary Bayes filter is employed to update the probability of object presence at $\hat{c}$ of vehicle $V_i$ based on all the observations available at the current time step and the prior probability. Define $\bar{Y}_i(\hat{c}) = \{V_j \in G_i(t) : Y_{j,t}(\hat{c})\}$ as the observation sequence taken by all the vehicles in vehicle $V_i$’s neighborhood $G_i(t)$ at time $t$. Given $\bar{Y}_i(\hat{c})$, Bayes’ rule gives, for each vehicle $V_i$,

$$P_i(X(\hat{c}) = 1|\bar{Y}_i(\hat{c}); t + 1) = \eta_iP_i(\bar{Y}_i(\hat{c})|X(\hat{c}) = 1)P_i(X(\hat{c}) = 1; t),$$

where $P_i(X(\hat{c}) = 1|\bar{Y}_i(\hat{c}); t + 1)$ is the posterior probability of object presence at cell $\hat{c}$ updated by vehicle $V_i$ after the observation sequence has been taken at time step $t$. The quantity $P_i(\bar{Y}_i(\hat{c})|X(\hat{c}) = 1)$ is the probability of the particular observation sequence $\bar{Y}_i$ being taken given that the actual state at cell $\hat{c}$ is object present. Because the observations taken by different vehicles are i.i.d., it follows that $P_i(\bar{Y}_i(\hat{c})|X(\hat{c}) = 1) = \Pi_{j \in G_i(t)}\text{Prob}(Y_{j,t}(\hat{c})|X(\hat{c}) = 1)$, where $\text{Prob}(Y_{j,t}(\hat{c})|X(\hat{c}) = 1)$ is given by the
conditional probability matrix (2.31) and the Bernoulli observation distribution (2.30). The quantity \( P_i(X(\bar{c}) = 1; t) \) is the prior probability of object presence at time \( t \), and \( \eta_i \) serves as a normalizing function which ensures that the posterior probabilities \( P_i(X(\bar{c}) = j|\bar{Y}_t^i(\bar{c}); t + 1), j = 0, 1 \) sum to one.

According to the law of total probability, the posterior probability of object presence at \( \bar{c} \) updated according to all the observations available to vehicle \( V_i \) is given by the following equation, where \( y_{j,t}(\bar{c}) \) is the dummy variable for the random variable \( Y_{j,t}(\bar{c}) \).

\[
P_i(X(\bar{c}) = 1|\bar{Y}_t^i(\bar{c}); t + 1) = \frac{P_i(X(\bar{c}) = 1; t)}{P_i(X(\bar{c}) = 1; t) + \prod_{j \in G_i(t)} \left( \frac{1}{\beta_j} - 1 \right)^{2y_{j,t}(\bar{c}) - 1} \left( 1 - P_i(X(\bar{c}) = 1; t) \right)}.
\] (2.38)

Note that \( S_t \) is a random variable dependent on the observation sequence \( \bar{Y}_t^i(\bar{c}) \). Let \( |G_i(t)| \) be the cardinality of the set \( G_i(t) \), i.e., the number of neighboring vehicles of ve-
vehicle \mathcal{V}_i and itself, then the binary observation sequence \( \bar{Y}^i_t(\tilde{c}) \) has \( 2^{|\mathcal{G}_i(t)|} \) possible combinations at each time step \( t \) for cell \( \tilde{c} \). Let \( s^1_t, s^2_t, \ldots, s^{2^{|\mathcal{G}_i(t)|}}_t \) be the realizations of \( S_t \) corresponding to each of the \( 2^{|\mathcal{G}_i(t)|} \) different observation sequences. The probability of having each particular observation sequence \( \bar{Y}^i_t(\tilde{c}) = \{ Y_{j,t}(\tilde{c}) = y_{j,t}(\tilde{c}), \mathcal{V}_j \in \mathcal{G}_i(t) \} \) given object present is: 

\[
\prod_{j \in \mathcal{G}_i(t)} (\beta^j y_{j,t}(\tilde{c}) (1 - \beta^j) (1 - y_{j,t}(\tilde{c}))).
\]

Consider the following conditional expectation

\[
E[1 - P_{t+1} | P_t] = \frac{S_t(1 - P_t)}{P_t + S_t(1 - P_t)} P_t = p_t
\]

\[
= E[\frac{S_t(1 - p_t)}{p_t + S_t(1 - p_t)} | P_t = p_t]
\]

\[
= \sum_{m=1}^{2^{|\mathcal{G}_i(t)|}} \frac{s^m_t(1 - p_t)}{p_t + s^m_t(1 - p_t)} \text{Prob}(S_t = s^m_t | P_t = p_t),
\]

(2.40)

where \( p_t \) is the dummy variable for \( P_t \). The substitution law and the law of total probability are used in the above derivation. Because the observation sequence taken at each time step is a property of the sensors, and is not affected by the probability of object presence at the previous time step, \( S_t \) is independent of \( P_t \). Therefore, Equation (2.40) can be reduced to

\[
E[1 - P_{t+1} | P_t] = \sum_{m=1}^{2^{|\mathcal{G}_i(t)|}} \frac{s^m_t(1 - p_t)}{p_t + s^m_t(1 - p_t)} \text{Prob}(S_t = s^m_t).
\]

(2.41)

Investigate the value of \( s^m_t \) and the corresponding \( \text{Prob}(S_t = s^m_t) \) from \( m = 1 \) to \( 2^{|\mathcal{G}_i(t)|} \).

- \( m = 1 \) corresponds to the observation sequence \( \{1,1,\ldots,1\} \), it follows that \( s^1_t = \prod_{j \in \mathcal{G}_i(t)} (\frac{1}{p_t} - 1) \) and \( \text{Prob}(S_t = s^1_t) = \prod_{j \in \mathcal{G}_i(t)} \beta^j \)

- \( m = k + 1, k = 1, \ldots, |\mathcal{G}_i(t)| \) correspond to the observation sequence where only the \( k \)th vehicle in vehicle \( \mathcal{V}_i \)’s neighborhood observes a 0. Define \( C^a_k \) as the binomial coefficients, i.e., the number of combinations that one can choose \( k \) ob-
jects from a set of size \( n \). Because there are \( C_1^{[G_t(t)]} \) such observation sequences with different orders out of the totally \( 2^{[G_t(t)]} \) combinations, the value of \( k \) is in the set \([1, |G_t(t)|]\). Hence, it follows that

\[
s_t^{k+1} = \left( \prod_{j \in G_t(t), j \neq k} \left( \frac{1}{\beta_j} - 1 \right) \right) \left( \frac{\beta_k}{1 - \beta_k} \right) (1 - \beta^k)
\]

and

\[
\text{Prob}(S_t = s_t^{k+1}) = \left( \prod_{j \in G_t(t), j \neq k} \beta_j \right) (1 - \beta^q)(1 - \beta^r)
\]

- \( m = k+1+|G_t(t)|, k = 1, \ldots, C_2^{[G_t(t)]} \) correspond to the observation sequences where two of the vehicles, e.g., the \( q_0 \)th and \( r_0 \)th vehicle, observe a 0. Because there are \( C_2^{[G_t(t)]} \) such observation sequences in this case, \( k \) is within \([1, C_2^{[G_t(t)]}]\). Therefore, it follows that

\[
s_t^{k+1+|G_t(t)|} = \left( \prod_{j \in G_t(t), j \neq q,r} \left( \frac{1}{\beta_j} - 1 \right) \right) \left( \frac{\beta_q}{1 - \beta_q} \right) \left( \frac{\beta_r}{1 - \beta_r} \right)
\]

and

\[
\text{Prob}(S_t = s_t^{k+1+|G_t(t)|}) = \left( \prod_{j \in G_t(t), j \neq q,r} \beta_j \right) (1 - \beta^q)(1 - \beta^r)
\]

- And so on for other values of \( m \)

- \( m = 2^{[G_t(t)]} \) correspond to the observation sequence \( \{0, 0, \ldots, 0\} \), it follows that

\[
s_t^m = \prod_{j \in G_t(t)} \left( \frac{\beta_j}{1 - \beta_j} \right) \text{ and } \text{Prob}(S_t = s_t^m) = \prod_{j \in G_t(t)} (1 - \beta_j)
\]

Suppose \( p_t = 1 - \epsilon \), where \( \epsilon \in [0, \frac{1}{2}] \) is some constant, Equation (2.41) can be rewritten as the follows if not all sensing parameters \( \beta_j = 1 \), and \( E[1 - P_{t+1}|P_t] = 0 \) when all \( \beta_j = 1 \), \( j \in G_t(t) \).

\[
E[1 - P_{t+1}|P_t] = \left( \prod_{j \in G_t(t)} (1 - \beta_j) \right) \frac{1}{1 + \epsilon} + \sum_{k=1}^{|G_t(t)|} \left( \prod_{j \in G_t(t)} (1 - \beta_j) \right) \frac{\beta_k}{1 - \beta_k} + \prod_{j \in G_t(t), j \neq k} \frac{1}{1 - \beta_k} 
\]

\[
\sum_{k=1}^{|G_t(t)|} \left( \prod_{j \in G_t(t)} (1 - \beta_j) \right) \frac{\beta_k}{1 - \beta_k} + \prod_{j \in G_t(t), j \neq k} \frac{1}{1 - \beta_k} + \prod_{j \in G_t(t), j \neq k} \frac{1}{1 - \beta_k} \right) \epsilon . (2.42)
\]

Consider the following condition:

**Sensing Condition 1:** \( \beta^i \in \left( \frac{1}{2}, 1 \right], i = 1, 2, \ldots, N \).
This condition requires that all vehicle sensors are more likely to take correct measurements.

Under Sensing Condition 1, it follows that \( \prod_{j \in G_i(t)} (\frac{1}{\beta} - 1) \in [0, 1) \). Now assume that \( \epsilon \) is a small number in the neighborhood of zero, given \( \prod_{j \in G_i(t)} (\frac{1}{\beta} - 1) \epsilon \) is also a small number close to zero, hence, the conditional expectation given by Equation (2.42) can be approximated as

\[
E[1 - P_{t+1} | P_t] \approx \left( \prod_{j \in G_i(t)} (1 - \beta^j) + \sum_{k=1}^{\lfloor \frac{|G_i(t)|}{2} \rfloor} \prod_{j \in G_i(t), \neq k} (1 - \beta^j) \beta^k \right) + \ldots + \sum_{k=1}^{\lfloor \frac{|G_i(t)|}{2} \rfloor} \prod_{j \in G_i(t), \neq k \neq r} (1 - \beta^j) \beta^k \beta^r + \ldots + \prod_{j \in G_i(t)} \beta^j \epsilon. \tag{2.43}
\]

Observe the expression within the bracket in Equation (2.43), it gives the total probability of all possible observation sequences taken by the vehicles in set \( G_i(t) \) given that there is an object within \( \tilde{c} \), and is therefore equal to 1. If \( \beta^j = \beta, \forall V_j \in G_i(t) \), the expression gives the total probability of a binomial distribution with parameter \( \beta \) and \( \lfloor |G_i(t)| \rfloor \).

Hence, the conditional probability \( E[1 - P_{t+1} | P_t = 1 - \epsilon] \approx \epsilon \) and the following lemma holds.

**Lemma 2.4.1.** Under Sensing Condition 1, if an object is present, given that the prior probability of object presence \( P_i(X(\tilde{c}) = 1; t) \) of vehicle \( V_i \) is within a small neighborhood of radius \( \epsilon \) from 1 at time step \( t \), then the conditional expectation of the posterior probability \( P_i(X(\tilde{c}) = 1|\bar{Y}_i^i(\tilde{c}); t + 1) \) will remain in this neighborhood at the next time step. If all the sensors are “perfect” with zero observation error probability, i.e., \( \beta^j = \beta = 1 \), then the conditional expectation of \( P_i(X(\tilde{c}) = 1|\bar{Y}_i^i(\tilde{c}); t + 1) \) is 1.

Following a similar derivation as above, a lemma holds for the posterior probability of object absence \( P_i(X(\tilde{c}) = 0|\bar{Y}_i^i(\tilde{c}); t + 1) \) given there is no object at cell \( \tilde{c} \).

Note that in this case, if abusing notation and still denoting \( P_i(X(\tilde{c}) = 0|\bar{Y}_i^i(\tilde{c}); t + 1) \)
as $P_{t+1}$ and $P_i(X(\bar{c}) = 0; t)$ as $P_t$, it follows that $S_t = \prod_{j \in \mathcal{G}_i(t)} \left( \beta_{ij}(\bar{c}) \right)^{2y_{ij}(\bar{c})-1}$ and the probability of having each particular observation sequence given object absent is $\Pi_{j \in \mathcal{G}_i(t)} \left( 1 - \beta_{ij}(\bar{c}) \right)^{y_{ij}(\bar{c}) \left( \beta_{ij}(\bar{c}) \right) \left( 1 - y_{ij}(\bar{c}) \right)}$.

To summarize the above results, the following theorem holds.

**Theorem 2.4.1.** For $\beta^i \in (\frac{1}{2}, 1]$, $i = 1, 2, \ldots, N$, if there is an object absent (respectively, present), given that $P_i(X(\bar{c}) = 0; t)$ (respectively, $P_i(X(\bar{c}) = 1; t)$) is within a small neighborhood of 1 at time step $t$, the conditional expectation of $P_i(X(\bar{c}) = 0|\bar{Y}_{i}^t(\bar{c}); t+1)$ (respectively, $P_i(X(\bar{c}) = 1|\bar{Y}_{i}^t(\bar{c}); t+1)$) will remain in this neighborhood at the next time step. If $\beta^i = \beta = 1$, then the conditional expectation is 1.

This theorem gives a weak result because it implies that only if the initial prior probability is close to the true state, given “good” sensors with detection probabilities greater than 0.5, the belief of whether objects exist or not will remain near the true state. Next, a stronger result is derived for the case of homogeneous sensor properties across the network.

Next, consider the following condition.

**Sensing Condition 2:** $\beta^i = \beta \in (\frac{1}{2}, 1]$, $i = 1, 2, \ldots, N$.

This condition implies that all the vehicles have identical sensors with the same detection probability $\beta \in (\frac{1}{2}, 1]$.

Under Sensing Condition 2, the term within the bracket in Equation (2.42) is equivalent to the following expression:

$$g(\beta, \epsilon, |\mathcal{G}_i(t)|) = \sum_{k=0}^{\mathcal{G}_i(t)} \frac{C_k^{\mathcal{G}_i(t)}(1 - \beta)^{\mathcal{G}_i(t)} - k \epsilon}{(\frac{1}{\beta} - 1)^k(1 - \epsilon) + (\frac{1}{\beta} - 1)^{|\mathcal{G}_i(t)| - k \epsilon}} , \beta \neq 1.$$ (2.44)

**Lemma 2.4.2.** The function $g(\beta, \epsilon, |\mathcal{G}_i(t)|)$ is less than 1 for $\beta \in (\frac{1}{2}, 1)$, $\epsilon \in (0, \frac{1}{2})$, and $|\mathcal{G}_i(t)| \geq 1$. Moreover, $g(\beta, \epsilon, |\mathcal{G}_i(t)|) = 1$ for $\epsilon = 0$, $\beta \in (\frac{1}{2}, 1)$, and $|\mathcal{G}_i(t)| \geq 1$. 79
Before providing a rigorous proof, the results shown in Figure 2.20 confirm the above lemma. Figure 2.20 shows \( g(\beta, \epsilon, |G(t)|) \) as a function of \( \epsilon \in [0, \frac{1}{2}) \) and \( \beta \in (\frac{1}{2}, 1) \) for (a) \( |G(t)| = 1 \), (b) \( |G(t)| = 20 \), (c) \( |G(t)| = 50 \), and (d) \( |G(t)| = 100 \). It can be seen that \( g \) is less than or equal to 1 for \( \epsilon \in [0, \frac{1}{2}) \) and \( \beta \in (\frac{1}{2}, 1) \).

The following gives the proof for Lemma 2.4.2.

**Proof.** For brevity, let \( n = |G(t)| \). Proving that \( g(\beta, \epsilon, |G(t)|) \) is less than 1 is equivalent to prove that

\[
\sum_{k=0}^{n} \frac{C_n^k(1 - \beta)^n}{(\frac{4}{3} - 1)k(1 - \epsilon) + (\frac{4}{3} - 1)^{n-k}\epsilon} < \sum_{k=0}^{n} \frac{1}{n+1}, \text{ or,}
\]

Figure 2.20: \( g(\beta, \epsilon, |G(t)|) \) as a function of \( \epsilon \) and \( \beta \).
Because $\beta \in (\frac{1}{2}, 1)$, or $\frac{1}{\beta} - 1 \in (0, 1)$, it follows that

$$\sum_{k=0}^{n} \frac{(n+1)C_k^n (1-\beta)^n - \left[\left(\frac{1}{\beta} - 1\right)^k (1-\epsilon) + \left(\frac{1}{\beta} - 1\right)^n \epsilon\right]}{\left(\frac{1}{\beta} - 1\right)^k (1-\epsilon) + \left(\frac{1}{\beta} - 1\right)^n \epsilon} (n+1) < 0.$$

Since $\left[\left(\frac{1}{\beta} - 1\right)^n (1-\epsilon) + \left(\frac{1}{\beta} - 1\right)^n \epsilon\right] (n+1) > 0$ for all $k = 0, \ldots, n$, if

$$\sum_{k=0}^{n} (n+1)C_k^n (1-\beta)^n - \left[\left(\frac{1}{\beta} - 1\right)^k (1-\epsilon) + \left(\frac{1}{\beta} - 1\right)^n \epsilon\right] < 0,$$

then $g(\beta, \epsilon, n)$ is less than 1. Note that

$$\sum_{k=0}^{n} (n+1)C_k^n (1-\beta)^n = (n+1)(2-2\beta)^n,$$

and

$$\sum_{k=0}^{n} \frac{1}{\beta} - 1 = \sum_{k=0}^{n} \frac{1}{\beta} - 1 = \frac{1 - \left(\frac{1}{\beta} - 1\right)^{n+1}}{2 - \frac{1}{\beta}}.$$

Therefore, to prove the lemma, it only needs to prove that

$$(n+1)(2-2\beta)^n - \frac{1 - \left(\frac{1}{\beta} - 1\right)^{n+1}}{2 - \frac{1}{\beta}} < 0.$$  \hspace{1cm} (2.45)$$

Next, the principle of mathematical induction is used to prove the inequality in Equation (2.45).
When \( n = 1 \), the left hand side of Equation (2.45) is given by \( -\frac{(2\beta - 1)^2}{\beta} \) and is hence less than 0.

Assume that for \( n = m \),

\[
(m + 1)(2 - 2\beta)^m - \frac{1 - (\frac{1}{\beta} - 1)^{m+1}}{2 - \frac{1}{\beta}} < 0,
\]

therefore, when \( n = m + 1 \), the left hand side of Equation (2.45) is given by

\[
(m + 2)(2 - 2\beta)^{m+1} - \frac{1 - (\frac{1}{\beta} - 1)^{m+2}}{2 - \frac{1}{\beta}} < (m + 2)(2 - 2\beta)\left(\frac{1 - (\frac{1}{\beta} - 1)^{m+1}}{(m + 1)(2 - \frac{1}{\beta})} - \frac{1 - (\frac{1}{\beta} - 1)^{m+2}}{2 - \frac{1}{\beta}}\right) \tag{2.46}
\]

Skipping all the detailed derivations, it follows that the right hand side of Equation (2.46) is equal to the following expression,

\[
\frac{(1 - 2\beta)m + (3 - 4\beta) + (\frac{1}{\beta} - 1)^{m+2} [(1 - 2\beta)m + (1 - 4\beta)]}{(m + 1)(2 - \frac{1}{\beta})},
\]

and it can be shown that the numerator is always less than 0 and the denominator is always larger than 0 for \( \beta \in (\frac{1}{2}, 1) \) and \( m \geq 1 \).

To see why this is true, first when \( m = 1 \) and \( \beta \in (\frac{1}{2}, 1) \), the numerator equals to the following expression

\[
(4 - 6\beta) + \left(\frac{1}{\beta} - 1\right)^3 (2 - 6\beta) < 0.
\]

Next, take derivative of the numerator with respect to \( m \), which gives

\[
(1 - 2\beta) + (m + 2)\left(\frac{1}{\beta} - 1\right)^{m+1} [(1 - 2\beta)m + (1 - 4\beta)] + \left(\frac{1}{\beta} - 1\right)^{m+2} (1 - 2\beta) < 0.
\]

Therefore, the numerator is a monotonically decreasing function for \( m \geq 1 \) with a negative value at \( m = 1 \).
When $\epsilon = 0$, $g(\beta, \epsilon, n)$ reduces to

$$
\sum_{k=0}^{n} \frac{C_n^k (1 - \beta)^n}{(1 - \beta - 1)^k} = \sum_{k=0}^{n} C_n^k \beta^k (1 - \beta)^{n-k} = 1.
$$

This completes the proof. $\blacksquare$

Therefore, from Lemma 2.4.2, the expectation $E[1 - P_{t+1}|P_t = 1 - \epsilon]$ is always less than $\epsilon$. Hence, the following lemma holds.

**Lemma 2.4.3.** Under Sensing Condition 2, if there is an object present, given that the prior probability of object presence $P_i(X(\bar{c}) = 1; t)$ is within a neighborhood of one with radius $\epsilon \in [0, \frac{1}{2})$, then the conditional expectation of the posterior probability $P_i(X(\bar{c}) = 1|\bar{Y}_i^t(\bar{c}); t + 1)$ converges to 1.

Same lemma follows for the update sequence $E[P_i(X(\bar{c}) = 0|\bar{Y}_i^t(\bar{c}); t + 1)]$. Therefore, the following theorem holds.

**Theorem 2.4.2.** For $\beta^i = \beta \in (\frac{1}{2}, 1]$, $i = 1, 2, \cdots, N$, if an object is present (respectively, absent), then $E[P_i(X(\bar{c}) = 1|\bar{Y}_i^t(\bar{c}); t + 1)]$ converges to 1 (respectively, 0).

### 2.4.5.3 Uncertainty and Coverage Metric

From Theorem 2.4.1, it is known that given the true state, the expected posterior probability of object presence/absence $\forall \bar{c} \in \mathcal{D}$ will be bounded within a small neighborhood of 1 with radius $\epsilon$ if the priors are given by $1 - \epsilon$. This corresponds to an upper bound on the search uncertainty level $H_{i,s}^u = -\epsilon \ln \epsilon - (1 - \epsilon) \ln(1 - \epsilon)$. Here, the information entropy function $H_{i,s}$ follows the same form as Equation (2.35) and the subscript $i$ is used to indicate that this is the uncertainty level attained by vehicle $\mathcal{V}_i$. Moreover, from Theorem 2.4.2, it is guaranteed that the expected posterior probability converges to 1, which is equivalent to $H_{i,s} \to 0$, $\forall \bar{c} \in \mathcal{D}$. 83
Now, define the coverage metric to evaluate the progress of the search task. Associate each vehicle \( V_i \) with the following search cost function:

\[
J_i(t) = \sum_{\tilde{c} \in D} H_{i,s}(P_{i,H,s}, \tilde{c}, t) \frac{H_{s,\text{max}}}{A_D}.
\] (2.47)

The cost \( J_i(t) \) is proportional to the sum of search uncertainty over \( D \). \( J_i(t) \) is normalized by dividing the sum over all cells by the area of the domain \( A_D \) multiplied by \( H_{s,\text{max}} \). According to this definition, it follows that \( 0 \leq J_i(t) \leq 1 \). Initially, \( J_i(t = 0) = \frac{H_{i,s}(P_{i,H,s}, \tilde{c}, t)}{H_{s,\text{max}}} \leq 1 \). If \( H_{i,s}(P_{i,H,s}, \tilde{c}, t_s) = 0 \) at some \( t = t_s \) for all \( \tilde{c} \in D \), then \( J_i(t_s) = 0 \) and the entire domain has been satisfactorily covered and it is 100% certainty that there are no more objects yet to be found.

### 2.4.5.4 Vehicle Motion Control Scheme

**General Motion Control Scheme.** According to the search metric (2.47), the upper bound on the uncertainty level \( H_{i,s}^u \) results in \( J_i^u(t_f) = \frac{H_{i,s}^u}{H_{s,\text{max}}} = \delta \geq 0 \) at some time \( t_f > 0 \). This is equivalent to say that the attained accuracy of the domain search task is \( 1 - \delta \). Furthermore, 100% certainty can be obtained if Sensing Condition 2 is satisfied according to Theorem 2.4.2. Therefore, under any vehicle motion control scheme that covers all the cells within the entire mission domain \( D \), the cost function \( J_i \rightarrow \delta \), i.e., all the objects of interest will be guaranteed to be found with desired uncertainty. This section seeks vehicle motion control strategies that take advantage of the uncertainty map and perform the search mission efficiently. Two different vehicle motion control schemes that utilize the uncertainty map will be presented, and their performance is compared in simulations. The limited-range circular sensor model is used to model \( \beta_i^{\circ} \) in these control schemes. This sensor model guarantees the realization of Sensing Condition 1. To satisfy Sensing Condition 2, one may assume an identical value \( \beta > 0.5 \) within \( \mathcal{W}_i \) and 0.5
outside of it for all the vehicles.

**Memoryless Motion Control Scheme.** In this section, first consider a motion control scheme that guides the vehicles based on only the uncertainty map at current time step, that is, the control scheme is memoryless. For the sake of simplicity, assume that there is no speed limit on the vehicles, i.e., a vehicle is able to move to any cell within $\mathcal{D}$ from its current location.

Consider the set

$$Q^i_H(t) = \{\hat{c} \in \mathcal{D} : \arg\max_{\hat{c}} H_{i,s}(P_{i,H_s}, \hat{c}, t_s)\}, \quad (2.48)$$

which is the set of cells with highest search uncertainty level $H_{i,s}$ of vehicle $\mathcal{V}_i$ within $\mathcal{D}$ at time $t$. Next, let $\tilde{q}^i_c(t)$ be the centroid of the cell that vehicle $\mathcal{V}_i$ is currently located at and define the subset $Q^i_d(t) \subseteq Q^i_H(t)$ as

$$Q^i_d(t) = \{\hat{c} \in Q^i_H(t) : \arg\min_{\hat{c}} \|\tilde{q}^i_c(t) - \tilde{q}\|\}, \quad (2.49)$$

where $\tilde{q}$ is the centroid of $\hat{c}$. The set $Q^i_d(t)$ contains the cells which have both the shortest distance from the current cell and the highest uncertainty.

At every time step, a vehicle $\mathcal{V}_i$ takes observations at all the cells within its sensory range. In general, $\beta^i \neq \beta^j$, $j \in G_i(t)$, if $\mathcal{V}_i$ and its neighbor $\mathcal{V}_j$ have same distance to the centroid of a certain cell $\hat{c}$, it follows that $\beta^i = \beta^j$, $i \neq j$. The posterior probabilities at these cells are updated according to Equation (2.38) based on all the fused observations. The uncertainty map is then updated. At the next time step, the vehicle will choose the next cell to go to from $Q_d(t)$ based on the updated uncertainty map. Note that $Q_d(t)$ may have more than one cell. Let $N_{hd}$ be the number of cells in $Q_d(t)$, the sensor will randomly pick a cell from $Q_d(t)$ with probability $\frac{1}{N_{hd}}$. This process is repeated until
\( H_i \) is within a small neighborhood of zero with radius \( \epsilon \) for every cell \( \tilde{c} \in D \), which is equivalent to finding all the unknown objects with a desired certainty level.

**Motion Control Scheme with Memory.** This section develops a motion control scheme that takes into account both the current probability information, uncertainty map and the sensing history. First consider the following condition:

**Condition C6:** \( H_{i,s}(P_{i,H_s}, \tilde{c}, t_s) \leq H_{i,s}^u, \forall \tilde{c} \in \mathcal{W}_i(t) \), where \( H_{i,s}^u = -\epsilon \ln \epsilon - (1 - \epsilon) \ln(1 - \epsilon) > 0 \) is a preset threshold of some small value.

For every vehicle \( V_i \), the motion control scheme with memory is given as follows:

\[
\bar{u}_i^*(t) = \begin{cases} 
\bar{u}_i(t) & \text{if Condition C6 does not hold} \\
\bar{u}_i(t) & \text{if Condition C6 holds}
\end{cases}
\] (2.50)

where

\[
\bar{u}_i(t) = \bar{k}_i \sum_{c \in \mathcal{W}_i(t)} \left( (2P_i(X(\tilde{c}) = 1; t) - 1)^2 - 1 \right)^2 \cdot \sum_{\tau=0}^{t} (\beta^i(\tau + 1) - \beta^i(\tau))
\]

is the nominal control law, where both the current probability of object presence \( P_i(X(\tilde{c}) = 1; t) \) and the sensing capability \( \beta^i \) up to the current time step are used, and the perturbation control law chooses the centroid \( \bar{q}_i^* \) of cell \( \bar{c}_i^* \) from the set \( Q_i(t) = \{ \tilde{c} \in D : H_{i,s}(P_{i,H_s}, \tilde{c}, t_s) > H_{i,s}^u \} \), which is based on the uncertainty information at the current time step and only available to vehicle \( V_i \) itself.

**Simulation-based Performance Comparison.** Now a set of numerical simulations are provided to illustrate and compare the performances of both motion control schemes. Assume a square domain \( D \) with size 50 \( \times \) 50, and discretize it into 2500 unit cells. The parameter \( M_i \) of the vehicle sensor is set as 0.4, which gives the highest value for \( \beta^i \) as
Figure 2.21: Deployment of objects and vehicles, and probability of object presence.

0.9, i.e., there is 90% chance that the sensor is sensing correctly at the location of the vehicle. The sensing capability gradually decreases to $b_n = 0.5$. The desired uncertainty level is $H_{i,s}^u = 0.02$, corresponding to $\epsilon = 0.0002$. There are 10 objects with a randomly selected deployment as indicated by the magenta dots in Figure 2.21(a). The position and radius for each of the 6 vehicle sensors is shown by the black dot and circle.

Figure 2.21(b) shows the probability of object presence according to vehicle $V_1$ at time step $t = 1200$ under both control schemes. All the peaks represent the position of the objects detected with probability 1. The probability of object presence as estimated by other vehicles is similar to that shown in Figure 2.21(b). This indicates that all the unknown objects of interest have been found.

Figure 2.22(a) shows the trajectories of all the vehicles during the entire mission under the motion control scheme without memory. The green dots represent for vehicles’ initial positions and red dots for final positions. Figure 2.22(b) shows the trajectories of all the vehicles under the motion control scheme with memory.

Figure 2.23(a) shows the the cost function $J_i(t)$ for vehicles $V_1$ to $V_6$, respectively under the motion control scheme without memory. Figure 2.23(b) shows the the cost function $J_i(t)$ under the motion control scheme with memory. Here the control law in Equation (2.50) is used with control gain $\bar{k}_i = 1$, $\bar{k}_i = 0.025$. In both cases, all the cost
functions converge to zero at time step \( t = 1200 \), which is consistent with the result shown in Figure 2.21(b) and equivalent to the detection of all the 10 unknown objects of interest.

Comparing the simulation results, there is more redundancy in vehicle trajectories under the memoryless motion control scheme. This is because the controller is only dependent on the current uncertainty map and does not take into account the history of the paths that the vehicles traveled before. However, the reduction of uncertainty is faster under the memoryless control scheme because it is a global controller that always seeks the cell with highest uncertainty within the entire search domain. On the other hand, under the motion control scheme with memory, the nominal controller is a local controller which drives the vehicle towards the cell with higher uncertainty within the sensory domain, and a perturbation controller is used whenever the vehicle is trapped in a local minimum. Under both motion control schemes, all the unknown objects of interest are found with desired uncertainty level. If fuel efficiency is a priority, one may want to avoid using a memoryless motion controller that spreads all over the domain. On the contrary, if time is a limited resource, one may prefer a memoryless motion controller in order to achieve the desired detection certainty quicker.

Figure 2.22: Fleet motion under search control scheme without and with memory.
Figure 2.23: Cost function under motion control scheme without and with memory.
Chapter 3

Awareness-Based Decision-Making Strategy

In the previous chapter, both deterministic and probabilistic coverage control schemes were developed for domain search problems, which serve as the foundation for the decision-making strategies developed in the subsequent chapters. This chapter presents deterministic awareness-based decision-making strategies for the search and classification of multiple unknown objects of interest using MAVs. This is based on the awareness model developed in Section 2.3.

The chapter is organized as follows. Section 3.1 introduces the problem setup. In Section 3.2, both search and classification metrics are introduced and justified. Both centralized and decentralized decision-making strategies are developed in Section 3.3. The decision-making strategies guarantee: (1) the full coverage of a domain of interest, and, equivalently, the detection of all objects of interest in the domain with probability one, and (2) the classification of each object’s “state” for a minimum guaranteed amount of time $\tau_c$. 


3.1 Problem Setup

In the search task, all objects of interest in a search domain are required to be found. In the classification task, each found object has to be classified for at least an amount of time equal to $\tau_c$, which is the critical minimum information collection time that is needed to characterize the state of an object. Here the objects are assumed to be static.

Let $N_o \geq 0$ be the number of objects to be found and classified. Both $N_o$ and the locations of the objects in $D$ are unknown beforehand. At time $t$, let the set $A = S(t) \cup T(t) = \{1, \ldots, N_a\}$, which is the set of indices of all the vehicles in the sensor fleet, and where the set $S(t)$ contains indices of vehicles carrying out the search mission, and where the set $T(t)$ contains indices of vehicles carrying out an object classification mission. Here assume that vehicles can either be searching or classifying at any instant time $t$, but not both simultaneously, and therefore the sets $S(t)$ and $T(t)$ are disjoint for all $t$. Initially, assume that all vehicles are in $S(t)$. When a search vehicle detects an object and decides to classify its property, this search vehicle turns into a classification vehicle and, hence, there is one fewer vehicle in the set $S(t)$ and one more vehicle in the set $T(t)$.

Assuming some search versus classification decision-making strategy that guarantees coverage of the entire domain and that avoids the assignment of multiple vehicles to the classification of a single object, for the case when $N_o \leq N_a$, after a certain amount of time, each object will be guaranteed to be detected and its property satisfactorily classified by some vehicle. However, for the worst case scenario where $N_o > N_a$ in a large-scale domain and with a poor choice of decision-making strategy, one may end up with $S(t) = \emptyset$ while there may still exist unfound objects. For example, a strategy where once an object is found it is classified for all time from that point forward would likely lead to some objects never being detected when there are more objects than vehicles. This section investigates strategies that guarantee that each object will be found and classified,
especially under the worst case scenario, while simultaneously providing a lower bound for the amount of classification time.

It is assumed that each vehicle $V_i \in \mathcal{A}$ satisfies the awareness dynamics (2.17). The state of awareness of the set of search agents $S(t)$ in surveying $q$ then satisfies the differential equation (2.18).

### 3.2 Search and Classification Metrics

Similar to the probabilistic counterpart (2.47) proposed for MAV search mission in Section 2.4.5.3, here, the cost associated with a decision not to carry out further searching, $J_1(t)$, is chosen to be proportional to the size of the un-searched domain. A uniform probability distribution is assumed for the locations of objects in $\mathcal{D}$, hence, $J_1(t)$ is proportional to the probability of finding another object beyond time $t$. The cost associated with a decision not to classify found objects, $J_2(t)$, is chosen to be proportional to the time spent not classifying a found object.

Define the search cost function to be

$$J_1(t) = \frac{e_g(t)}{e_{g,\text{max}}},$$

where $e_g(t)$ is given by Equation (2.21). Under Assumption 2.3.1 and considering a uniform probability distribution for the locations of the objects in $\mathcal{D}$, the maximum value of $e_g(t)$ is given by

$$e_{g,\text{max}} = e_g(0) = \frac{A_D}{2}$$

because $x_{i0} = -1$. According to this definition, it follows that $0 \leq J_1(t) \leq 1$. Initially, $J_1(0) = 1$ describes the fact that it is known with probability 1 that there exists at least
one object which has not been detected. This comes from the assumption that \( N_o > 0 \).

If \( N_o \) happens to be zero, assuming that there exists at least one object of interest over the domain will guarantee verifying that there is none. Under Assumption 2.3.1, when \( J_1(t_s) = 0 \) for some time \( t_s > 0 \), the entire domain has been satisfactorily covered and it is sure that there are no objects yet to be found. At this point, the search process is said to be completed.

For the classification metric \( J_2(t) \), let \( \tilde{N}_o(t) \leq N_o \) be the number of objects found by the sensor fleet up to time \( t \). Define the classification cost function \( J_2(t) \) to be

\[
J_2(t) = \int_0^t \sum_{j=1}^{\tilde{N}_o(\tau)} g_j(\tau) d\tau, \tag{3.2}
\]

where

\[
g_j(t) = \begin{cases} 
1 & \text{if } p_j(t) \notin W_i(t) \text{ for all } i \in \mathcal{A} \\
0 & \text{if } p_j(t) \in W_i(t) \text{ for some } i \in \mathcal{A}.
\end{cases}
\]

If a search vehicle detects an object \( O_j \) a function \( g_j(t) \) is assigned to the object (unless it has already been assigned one if detected in the past). A value of 0 is assigned to \( g_j \) as long as some agent classifies \( O_j \), and the classification cost associated with \( O_j \) is zero. In this case, \( O_j \) will be labeled “assigned”. Once the search vehicle decides not to classify \( O_j \), \( O_j \) is now labeled “unassigned”, and \( g_j(t) \) switches its value to 1, implying that a cost is now associated with not classifying the found object \( O_j \). According to Equation (3.2), this cost is equal to the amount of time during which a found object is not classified.

**Remark. 3.2.1.** A remark on the case with some information loss. If relaxing Assumption 2.3.1, the parameter \( \zeta \) in the awareness model reflects loss of spatial information over time. It essentially sets a periodicity to how often the entire area must be re-surveyed. On the other hand, \( g_j \) reflects loss of information associated with a specific object over time.
It is important to realize this distinction between the domain-awareness loss nature of $\zeta$ (and, hence, $J_1$) and the specific-object awareness loss nature of $g_j$ (and, hence, $J_2$).

3.3 Search versus Classification Decision-Making

Under Assumption 2.3.1, a search and classification decision-making strategy will be developed to guarantee, in both its centralized and decentralized implementations, finding all objects in $D$ and classifying each object for some time with a lower bound on the classification time.

3.3.1 Centralized Strategy

Since it is assumed that $N_o > N_a$, whenever a vehicle detects an object, it has to decide whether to classify it or to continue searching. If it does decide to classify, it has to decide on how much time it can afford to classify before it continues the search process.

Before deriving one possible way to determine the amount of classification time, first consider a search strategy. The goal in the search strategy is to attain an awareness level of $\|x(\hat{q}, t)\| \leq \xi$ for all $\hat{q} \in D$ and all $t \geq t_s$ for some $t_s > 0$. For the search process, the control law (2.27) is used to drive the state of lack of awareness to a neighborhood of zero. It guarantees coverage of the entire domain $D$ with $J_1(t)$ converging to a small neighborhood of zero, which implies that all objects have been found and the search process is complete. The classification strategy discussed below will guarantee that all objects will be classified for a minimum of $\tau_c$ amount of time. The search control law (2.27) and the tracking strategy, together, will guarantee the detection of all objects of interest and their classification for at least $\tau_c$ amount of time.

If a search vehicle finds object(s) within its sensory range, then it will classify the
object(s) for a $T$ time period from the time of detection, where

$$T = \frac{\tau_c}{J_1(t_d)},$$

(3.3)

$t_d$ being the time of object detection, and where $\tau_c > 0$ is the desired critical minimum amount of classification time. This is the amount of time that is needed to characterize the property of an object. The larger the value of $J_1(t_d)$ is (i.e., the less aware the vehicle is of the domain), the less time the vehicle will spend classifying the object. As the degree of awareness increases at detection time, the more time the vehicle spends classifying the object. Note that $J_1(t_d)$ can not be zero unless the mission is completed, at which point there is no need to compute $T$.

Hence, once a vehicle detects an object and decides to classify this particular object, it becomes a classification vehicle and will not carry out any searching for a period of $T$ seconds. Note that while the vehicle is classifying, other vehicles may be searching. In the centralized implementation, the amount of centralized system awareness $x(\bar{q}, t)$ is available to all vehicles. So is the value of $J_1(t_d)$. It is assumed that each object will only be classified once by only one vehicle during the mission. After a time period of $T$, the classification vehicle will switch back to become a search vehicle and leave its classification position to find new objects. At this point in time, the object will be labeled “assigned” and will not be classified by any other vehicle if found.

**Theorem 3.3.1.** Under Assumption 2.3.1, the centralized search and classification decision-making strategy given by Equations (2.27) and (3.3) will guarantee that $J_1$ converges asymptotically to zero, which is equivalent to guaranteeing that all objects be found. The minimum amount of time spent classifying any object is given by $\tau_c$.

**Proof.** The proof for guaranteed detection of all object follows directly from Theorem 2.3.4.
The minimum classification time comes from the fact that once an object is found, it will be classified for at least $\tau_c / J_1(t_d)$. $J_1(t_d)$ assumes a maximum value of 1 if $t_d = 0$. In the extreme scenario where an object is found at $t = 0$, the value of $T$ is exactly $\tau_c$. If an object is found at a time other than $t = 0$, $J_1(t_d)$ has to be less than 1 and, hence, $T$ is greater than $\tau_c$.

**Remark. 3.3.1.** For the case when $N_o$ is known beforehand and $N_o \leq N_a$, under the centralized search, and assuming that if some vehicle finds an object it will classify this object for all future time, each object will be guaranteed to be detected and its property permanently classified by some vehicle. Proof of complete coverage of the domain, and, hence, detection of each object, follows directly from the proof of Theorem 3.3.1. Since $N_o \leq N_a$ and each object can only be classified by one vehicle, assigning a unique vehicle to a single object whenever an object is detected is feasible (i.e., there are enough resources to do so) and every object will be satisfactorily classified.

A simulation result is provided in Figures 3.1 and 3.2, where $N_o = 6$ and $N_a = 4$ for some choice of controller gains and coverage sensor parameters. The domain $D$ is square in shape and discretized into $N_{tot} = n \times n = 32 \times 32$ cells, where $\tilde{q} \in \mathbb{R}^2$ represents the centroid of each cell. Hence, $x(\tilde{q}, t)$ can be written as a vector of dimension $2n$. Figures 3.4(a) and 3.4(b) show the evolution of $J_1(t)$ and $J_2(t)$ under this centralized control strategy. Figures 3.1(c) and 3.1(d) show the control force and fleet motion under the centralized implementation. Figure 3.2 shows the state of awareness distribution at three different time instances. The circular dots indicate the positions of the vehicles, and the square dots indicate the objects. The magenta circles are the vehicles’ sensor ranges. Table 3.1 shows the classification time of each object, which is guaranteed to be at least $\tau_c = 5$ seconds.
Figure 3.1: Centralized implementation (awareness-based decision-making).

<table>
<thead>
<tr>
<th></th>
<th>Object 1</th>
<th>Object 2</th>
<th>Object 3</th>
<th>Object 4</th>
<th>Object 5</th>
<th>Object 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$, (s)</td>
<td>8.0583</td>
<td>50.2437</td>
<td>7.5215</td>
<td>5.2552</td>
<td>10.3786</td>
<td>6.6144</td>
</tr>
</tbody>
</table>

Table 3.1: Classification time $T$ for each object.
Figure 3.2: State of awareness at different time instances (Centralized).
3.3.2 Decentralized Strategy

Now assume that the sensor fleet is completely decentralized. That is, each vehicle is aware of coverage achieved by itself alone. Each object it finds will be assumed to be found for the first time. This represents a scenario where communications between vehicles is not possible (for example, due to security reasons, the sensor vehicles have to remain “silent” otherwise they themselves may be detected by adversary vehicles).

In the decentralized formulation, the search control strategy (2.26) is employed. For the classification strategy, when a search vehicle \( V_i \) finds object(s) within its sensory range, it classifies the objects for a time period of \( T \), defined by

\[
T = \frac{\tau_c}{J_{1i}(t_d)}
\]  

(3.4)

where

\[
J_{1i}(t) = \frac{e_{gi}(t)}{e_{gi,\text{max}}},
\]  

(3.5)

and where \( e_{gi}(t) \) (Equation (2.20)) is the global error over the entire mission domain achieved by the vehicle \( V_i \) only, with \( e_{gi,\text{max}} = e_{gi}(0) \) being half of the area of \( D \) if the initial state \( x_i(\tilde{q}, t = 0) = -1 \) is as assumed from the outset. Moreover, define the cost of not classifying an object found by vehicle \( V_i \) by

\[
\mathcal{J}_{2i}(t) = \int_0^t \sum_{j=1}^{N_i(t)} g_j(p_j(\tau)) d\tau,
\]  

(3.6)

where \( \tilde{N}_i(t) \) is the number of objects found by vehicle \( V_i \) up to time \( t \). Assume that each object will only be classified once by each vehicle during the mission.

Similar to Theorem 3.3.1, the following results hold:
Table 3.2: Classification time of each object by each vehicle.

<table>
<thead>
<tr>
<th>$T_i$ (s)</th>
<th>Object 1</th>
<th>Object 2</th>
<th>Object 3</th>
<th>Object 4</th>
<th>Object 5</th>
<th>Object 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent 1</td>
<td>7.0090</td>
<td>5.8723</td>
<td>5.1221</td>
<td>5.3971</td>
<td>6.1709</td>
<td>5.6022</td>
</tr>
<tr>
<td>Agent 2</td>
<td>5.5974</td>
<td>7.0428</td>
<td>5.1835</td>
<td>5.0000</td>
<td>5.6022</td>
<td>6.1474</td>
</tr>
<tr>
<td>Agent 3</td>
<td>8.7574</td>
<td>7.9469</td>
<td>5.1609</td>
<td>5.6027</td>
<td>5.3634</td>
<td>5.1281</td>
</tr>
<tr>
<td>Agent 4</td>
<td>5.7563</td>
<td>5.1835</td>
<td>7.0981</td>
<td>6.3030</td>
<td>5.9109</td>
<td>6.5911</td>
</tr>
</tbody>
</table>

Theorem 3.3.2. Under Assumption 2.3.1, the decentralized search and tracking strategy given by Equations (2.26) and (3.4) will guarantee that $J_1$ converges asymptotically to zero, which is equivalent to guaranteeing that all objects has found. The minimum amount of time $\tau_c$ spent on classifying any object is also achieved by each vehicle.

The proof of this theorem is similar to the proof provided for the centralized case. The only important aspect of the proof that needs highlighting is that, along the same lines as the proof for the centralized case, $J_{v_i}$ is guaranteed to converge to zero for all $\forall_i \in \mathcal{A}$. It is not immediately clear that the global cost $J_1$ will also converge to zero as the Theorem 3.3.2 states. However, note that $e_{gi}(t) \geq e_g(t)$ because the more vehicles and sensors available to us, at least the same or higher overall global coverage is achieved by the system. Since $J_1$ and $J_{v_i}$ (for all $\forall_i \in \mathcal{A}$) are both initialized to be 1, then $J_{v_i}(t) \geq J_1(t)$, for all time $t$, because $e_{gi}(t) \geq e_g(t)$. If $J_{v_i}(t)$ is guaranteed to converge to zero under the control law (2.26), then so does $J_1(t)$.

A simulation result is provided in Figures 3.3 and 3.4. Figures 3.3(a) and 3.3(b) show the evolution of the individual $J_{v_i}(t)$ and $J_{v_2}(t)$, $i = 1, 2, 3, 4$ under the decentralized control strategy. Figures 3.3(c) and 3.3(d) show the control force and fleet motion under the decentralized implementation. Figure 3.4 shows the state of awareness distribution at three different time instances. Table 3.2 shows the classification time of each object by each vehicle, which is guaranteed to be at least $\tau_c = 5$ seconds.
Figure 3.3: Decentralized Implementation (awareness-based decision-making).
Figure 3.4: State of awareness at different time instances (Decentralized).
Chapter 4

Bayesian-Based Decision-Making Strategy

In the previous chapter, the deterministic awareness-based decision-making strategies for search and classification are developed assuming perfect sensing under both centralized and decentralized system architectures. This chapter focuses on the development of real-time decision-making criteria given limited sensory resources under probabilistic frameworks. The uncertainties in sensor perception is taken into account during MAV decision-making. Bayesian-based and information-theoretic search versus classification decision-making strategies are developed that result in guaranteed detection and classification of all the unknown objects in the domain.

The basic problem setup is first introduced in Section 4.1. In Section 4.2, the probabilistic counterparts of the task metrics are provided. Based on the problem formulation and task metrics, a Bayesian-based decision-making strategy is developed in Section 4.3. Both a simulation example and Monte-Carlo simulation experiments are presented in Section 4.4 to study the performance of the proposed decision-making strategy.
4.1 Problem Setup

To illustrate the ideas while avoiding additional computation complexities, in this and the subsequent chapters, it is assumed that there is a single autonomous vehicle performing the search and classification tasks under the probabilistic frameworks. This reflects the case of extremely limited sensing resources, i.e., a single autonomous vehicle as opposed to cooperative MAVs. The extension to MAV decision-making can follow the formulation presented in Section 2.4.5 via sensor fusion. Section 5.4 in Chapter 5 discusses the extended application of risk-based sequential decision-making to the Space Situational Awareness (SSA) problem using a Space-Based Space Surveillance (SBSS) system, which consists of both ground-based sensors and orbiting satellites.

For both the search and classification processes, the Bernoulli-type limited-range sensor model (2.31, 2.32) in Section 2.4.1 is used, however, with different observation contents: $X(c) = 0$ for object “present” and $X(c) = 1$ for object “absent” in search, and $X_c(p_k) = 0$ for object $O_k$ having property ‘F’ and $X_c(p_k) = 1$ for object $O_k$ having property ‘G’ in classification. Here, an object can be assigned as many property types as needed, but without loss of generality, it is assumed that an object can have one of two properties, either Property ‘F’ or Property ‘G’. Let $Y_c(p_k)$ be the corresponding classification observation random variable, where $Y(p_k) = 0$ corresponds to the observation indicating that there is an object $O_k$ with property ‘F’ present at position $p_k$ and $Y(p_k) = 1$ corresponds to property ‘G’, respectively. The actual observation is taken according to the probability parameter $\beta_c$ of the Bernoulli distribution. The general conditional probability matrix $B_c$ for the classification process is then given as follows

$$
B_c = 
\begin{bmatrix}
\text{Prob}(Y_c(p_k) = 0|X_c(p_k) = 0) = \beta_c & \text{Prob}(Y_c(p_k) = 0|X_c(p_k) = 1) = 1 - \beta_c \\
\text{Prob}(Y_c(p_k) = 1|X_c(p_k) = 0) = 1 - \beta_c & \text{Prob}(Y_c(p_k) = 1|X_c(p_k) = 1) = \beta_c
\end{bmatrix}
$$
Similar as in Section 2.4.1, two types of sensor models can be assumed for classification. For the unit-range sensor model, $\beta_c$ is set as a constant value. For the limited circular range sensor model, the following example is in a same fashion as Equation (2.32),

$$
\beta_c(s) = \begin{cases} 
\frac{M_c}{c^2}(s^2 - r_c^2)^2 + b_n & \text{if } s \leq r_c, \\
 b_n & \text{if } s > r_c,
\end{cases}
$$

(4.1)

where $M_c + b_n$ is the maximum sensing capability, $s = \|q(t) - p_k\|$, $k = 1, 2, \cdots, N_o$, and $r_c$ is limited classification sensory range. When an object of interest is within the sensor’s effective classification radius $\tilde{r}_c < r_c$, this object is said to be found, and the vehicle has to decide whether to classify it or continue searching. Bayes’ rule is employed to update the probability of object presence at cell $\tilde{c}$ for the search process. Similar as Equations (2.34) and (2.33), we use Bayes rule to update the probability of a found object $O_k$ having property ‘G’ for the classification process, i.e., $P_c(X_c(p_k) = 1)$. Based on the updated probability of object existence, define an information entropy function $H_s(P_{H_s}, \tilde{c}, t)$ (2.35) as a measure of uncertainty for the search process. For the classification process, define a similar information entropy function $H_c(P_{H_c}, p_k, t)$ as Equation (2.35) for every found object $O_k$ to evaluate its classification uncertainty:

$$
H_c(P_{H_c}, p_k, t) = -P_c(X_c(p_k) = 0) \ln P_c(X_c(p_k) = 0) - P_c(X_c(p_k) = 1) \ln P_c(X_c(p_k) = 1),
$$

where the probability distribution $P_{H_c}$ for the classification process is given by $P_{H_c} = \{P_c(X_c(p_k) = 0), P_c(X_c(p_k) = 1)\}$. There are as many scalar $H_c$’s as there are found objects $O_k$ up to time $t$. The initial value for $H_c$ for every found object $O_k$ can also be set as $H_c = H_{c,\text{max}} = 0.6931$. 
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4.2 Task Metrics

This section develops metrics to be used for the search versus classification decision-making process. For the search process, a same metric as Equation (2.47) is presented when applied to a single vehicle sensor. In the event of object detection and a decision not to proceed with the search process, but, instead, to stop and classify the found object, the associated cost is defined as

\[ J(t) = \sum_{c \in D} H_s\left( P_{H_s}, \hat{c}, t \right) \frac{H_{s,\max}}{A_D}. \] (4.2)

For the classification process, let \( \bar{N}_o(t) \) be the number of objects found by the autonomous sensor vehicle up to time \( t \). For each found object \( O_k \in \{ 1, 2, \ldots, \bar{N}_o(t) \} \), define the classification metric \( H_d(p_k, t) \) to be

\[ H_d(p_k, t) = \bar{H}_c^u J(t), \] (4.3)

where the weighting parameter \( \bar{H}_c^u \in (0, 1) \) is a preset upper bound on the desired uncertainty level for classification. This metric couples the search and classification processes and allows decision-making based on the real-time progress of the mission. \( H_d \) depends on how uncertain the vehicle is of the presence of more unfound objects in \( \mathcal{D} \) through \( J \). If the vehicle finds an object \( O_k \) (i.e., within the effective classification radius \( \hat{r}_c \)) and decides to classify it, the vehicle will continually classify it and compare the classification uncertainty \( H_c(P_{H_c}, p_k, t) \) to the desired classification uncertainty \( H_d(p_k, t) \). Only when the classification condition

\[ H_c(P_{H_c}, p_k, t) < H_d(p_k, t_d) \] (4.4)

is satisfied, the vehicle stops classifying the found object and switch to search again. Here,
$t_d$ is the time of object detection.

The highest classification uncertainty bound $H_c^u$ is motivated by the following. Say that the vehicle detects an object at the beginning of the mission with $t_d = 0$ and decides to classify it. Initially, $J(0) = 1$ and the vehicle will attempt to classify it until $H_c < H_c^u$. This is the minimum desired classification accuracy level for any found object. Any further classification accuracy will come at the cost of not performing the search task and decrease the potential of finding more critical objects in the domain. If an object is found at a time other than $t_d = 0$, $J(t_d)$ has to be less than 1 and, hence, $H_d(p_k, t_d)$ is smaller than $H_c^u$. On the other end of the spectrum, if $J(t_d) = 0$, the vehicle can spend as much time classifying the object since it does not come at any search cost. This is because the vehicle has achieved 100% certainty that it has found all critical and noncritical objects in the domain.

### 4.3 Search vs Classification Decision-Making

Now consider a probabilistic Bayesian-based search versus classification decision-making strategy that guarantees finding all the unknown objects in $\mathcal{D}$ (i.e., achieve $J \rightarrow 0$) and classifying each object with an upper bound $H_c^u$ of the classification uncertainty.

For the search strategy, the control law (2.36) is used and the following lemma holds.

**Lemma 4.3.1.** Assume $\mathcal{U}$ is such that $\mathcal{D} = Q_D(t)$, the search strategy (2.36) guarantees an uncertainty level $H_s(P_{H_s}, t_s) \leq H_s^u$ for all $c \in \mathcal{D}$. Therefore, the search cost $J(t) \leq \epsilon_s = \frac{H_s^u}{H_s^u,\max}$ for all $t \geq t_s$ for some $t_s > 0$. This is equivalent to the detection of all unknown objects in $\mathcal{D}$ with a desired certainty level.

**Proof.** If Condition C5 does not hold, the nominal control law $\bar{u}(t)$ is utilized to drive the vehicle to some cell $c^*$ that has the highest search uncertainty in $Q_W(t)$.

When the uncertainty $H_s$ of all the cells $c \in Q_W(t)$ converges to $H_s^u$, Condition C5
holds, and the vehicle gets trapped in regions of $H_s \leq H_u$ by applying only the nominal control law $\bar{u}$ while the entire domain $D$ has not been fully searched yet.

At this moment, the perturbation control law $\bar{u}$ is used to drive the vehicle out of the regions with low uncertainty $H_u$ to some $\bar{c}^* \in Q_D(t)$ such that $H_s(P_{H_s}, \bar{c}^*, t) > H_u$ if such a point exists. Under the perturbation control law, $\|q - \bar{q}^*\|$ will eventually be smaller than $r$ and, hence, Condition C5 will not hold. At this point in time, the control is switched back to the nominal control law. Note that $\bar{u}$ is always in $\mathcal{U}$ by definition of $Q_D(t)$.

Given that $Q_D(t) \subseteq D(t)$ according to definition, if $\mathcal{U}$ is such that any $\bar{q} \in D(t)$ is also in $Q_D(t)$, viz., $\mathcal{D} = Q_D(t)$, then every cell in $\mathcal{D}$ is reachable from where the sensor is. The switching between $\bar{u}$ and $\bar{u}$ is repeated until whenever Condition C5 holds there does not exist $\bar{c}^*$. The non-existence of such a $\bar{c}^*$ at some time $t_s > 0$ guarantees that $J(t_s)$ is sufficiently close to zero. Because $H_s(P_{H_s}, \bar{c}, t_s)$ is smaller than $H_u$ everywhere within $\mathcal{D}$, it follows that $J(t_s) \leq \frac{H_u}{H_{s,\text{max}}} = \epsilon_s$ according to the search cost function (4.2). The search mission is then said to be completed.

Next, consider the following classification strategy: A sensor vehicle will stop searching and begins to classify an object whenever the object is within its effective classification range $\tilde{r}_c$. If the classification condition (4.4) is satisfied, the vehicle will switch back to become a search vehicle and leave its classification position to find new objects. The vehicle can resume classifying an object that has been detected and classified in the past if it finds it again during the search process.

**Lemma 4.3.2.** The classification strategy guarantees that each found object in $\mathcal{D}$ will be classified with an upper bound uncertainty $H^u_c$.

**Proof.** Once the vehicle finds object $O_k$ within its effective classification range $\tilde{r}_c$ and decides to classify it, it switches to a classification task and will not carry out any search until $H_c(P_{H_c}, p_k, t) < H_d(p_k, t_d)$. After achieving at least the desired upper bound of
classification uncertainty $H_u$, the vehicle switches back to search again. When the vehicle left the object, the classification uncertainty for this object will remain constant until the vehicle comes back to classify it when possible. At that time, the value of $H_d$ will be smaller because more regions have been searched since the last time the vehicle has found the object. This process will be repeated until each object in $\mathcal{D}$ has a classification uncertainty of at most $H_u$, or equivalently, the classification task is completed.

**Theorem 4.3.1.** According to Lemma 4.3.1 and 4.3.2, the search and classification decision-making strategy guarantees that $J$ converges asymptotically to zero, which is equivalent to guaranteeing that all the unknown objects within the domain will be found. The maximum acceptable classification uncertainty $H_u$ is achieved by every found object.

**Remark. 4.3.1.** The priority of each task during the mission is based on the real-time progress, that is, the corresponding task metrics at each time instant. In the current setting, whenever the object is within a sensor vehicle’s effective classification range $\tilde{r}_c$, the vehicle will begin to classify the object. At that moment, the classification task possesses higher priority. The vehicle will switch back to search again when the classification uncertainty $H_c$ is less than the desired classification uncertainty level $H_d$, which is time-varying and depends on the search uncertainty level $H_s$ at the detection time $t_d$ according to the classification metric (4.3) and the search cost function (4.2). At this point in time, the search task is given a higher priority. Because $H_s$ is decreasing with time, $H_d$ also decreases. Therefore, a vehicle will be able to spend more time classifying a found object when more unknown objects have been found than at the outset of the mission. This can be interpreted as that more priority will be assigned to the classification task as time increases.
4.4 Simulation

This section provides A) a detailed numerical simulation that illustrates the performance of the decision-making strategy, and B) a Monte-Carlo simulation study to demonstrate the properties of the proposed algorithms. All the simulations are implemented by means of a 2.27-GHz, i3-350m processor with 4GB RAM, and Matlab-compiled codes.

4.4.1 Simulation Example

Assume a square domain $\mathcal{D}$ with size $32 \times 32$ units length, thus the domain is discretized into 1024 cells. There are $N_o = 5$ objects. Let objects 1, 3 and 5 have property ‘F’, and objects 2 and 4 have Property ‘G’, with a randomly selected initial deployment as shown by the green and magenta crosses, respectively, in Figure 4.1. Figure 4.1 shows the evolution of search uncertainty $H_s$ (dark red for highest uncertainty and dark blue for lowest uncertainty) and the vehicle motion at $t = 1, 250, 475$ and $700$. The maximum radius $r$ of the search sensor is chosen to be 8 and the classification radius $r_c$ is also chosen as 8, as shown by the magenta circle in Figure 4.1. The effective classification radius $\tilde{r}_c$ is set as 6 as shown by the green circle in the figure. The black dot represents the position of the vehicle. The parameter $M = M_c$ of the sensor is set as 0.4, which gives the highest value for $\beta$ as 0.9, i.e., there is 90% chance that the sensor is sensing correctly at the location of the vehicle. The sensing capability gradually reduces to 0.5 according to the models discussed above (Equations (2.32) and (4.1)). The initial position of the vehicle is also selected randomly (see Figure 4.1(a)). Let the desired upper bound for classification uncertainty $H^u_c$ be 0.01. Here the control law in Equation (2.36) is used with control gain $\bar{k} = 0.2$. The set $\mathcal{U}$ is chosen to be $\mathcal{D}$, so that $\mathcal{Q}_{\mathcal{W}}(t)$ is given by the intersection of $\mathcal{U}$ and $\mathcal{W}$, i.e., $\mathcal{D} \cap \mathcal{W}$ and $\mathcal{Q}_{\mathcal{D}}(t) = \mathcal{D}$ which guarantees the full coverage of the entire domain. From Figure 4.1(d), it can be concluded that the desired zero search uncertainty has been
achieved everywhere within $D$. The actual maximum achieved search uncertainty turns out to be $2.6 \times 10^{-3}$ according to the simulation results.

Figure 4.1: Search uncertainty map (Bayesian-based decision-making).

Figure 4.2(a) shows the evolution of the search cost $J(t)$ under the control strategy (2.36) and can be seen to converge to zero. All the objects have been found with the probabilities of object presence as 1 and zero search uncertainty. Those cells that do not contain an object end up with zero search probability and uncertainty. Figure 4.2(b) shows the posterior probabilities for every $\tilde{c}$ within $D$ at $t = 700$, where all the unknown objects are detected and all the empty cells are also identified.

For all the 5 found objects, objects 2, 4 have been classified with probability of having Property ‘G’ as 1 and zero classification uncertainty. Objects 1, 3, 5 have been classified with probability of having property ‘G’ as 0 and zero classification uncertainty. Figure
Figure 4.2: Search cost function $J(t)$ and posterior probabilities for search at $t = 700$.

4.3 shows that, for example, object 2 has property ‘G’ and object 3 has property ‘F’ with zero classification uncertainty. The classification results of other objects can be shown like Figure 4.3 without difficulty.

Figure 4.3: Classification results for object 2 and 3 (Bayesian-based decision-making).

### 4.4.2 Monte-Carlo Simulation

In this section, a Monte-Carlo simulation-based study is provided to investigate the performance of the proposed strategy. Four metrics are used to evaluate the algorithms, i.e., the average CPU time for mission completion, the average simulation steps $t$ for mission completion, the achieved mean search uncertainty over the domain, and the achieved
mean classification uncertainty of all found objects and their corresponding standard de-
viations. The mission is said to be complete when a desired search and classification
uncertainty of at most 0.01 has been achieved. The algorithms is tested by varying the
mission domain size, search and classification sensory ranges \((r, r_c, \tilde{r}_c)\), peak sensory ca-
pability \(M\), and the total number of objects \(N_o\). 100 runs are implemented for each case
with a fixed combination of the above parameters. The statistical results are listed in
Tables 4.1-4.4.

Table 4.1 shows the average CPU time for mission completion, the average simula-
tion steps \(t\) for mission completion, the achieved mean search uncertainty \(E[H_s]\) over
the entire domain, and the achieved mean classification uncertainty \(E[H_c]\) for all found
objects with their corresponding standard deviations (in parentheses) of 100 runs under
domain sizes \(16 \times 16, 24 \times 24, 32 \times 32, 40 \times 40\), respectively, using a fixed set of object
positions under each case and same parameters as in Section 4.4.1. As expected, the time
for mission completion grows with the domain size. An interesting observation is that
as the domain size increases, the final achieved average search and classification uncer-
tainty levels decreases. This is because in larger domains, more regions will have to be
revisited in order to cover the entire domain. Moreover, note that the deviation of classi-
fication uncertainty is larger than the search uncertainty because every object is detected
at a different time step and the corresponding \(H_d\) is time-varying.

Table 4.2 shows the four metrics of 100 runs under sensory range \((r = r_c = 6, \tilde{r}_c = 4),
(r = 8, \tilde{r}_c = 6), (r = 10, \tilde{r}_c = 8), (r = 10, \tilde{r}_c = 7)\), respectively, using the same param-
eters as in Section 4.4.1. Since smaller sensory range is equivalent to larger domain size,
it is expected that this case leads to more mission completion time. With the same search
range, smaller classification range causes reduction in the mission completion time be-
cause the probability of object detection decreases with smaller sensory range. However,
the final achieved uncertainty is higher under less mission completion time.
Table 4.1: Varying mission domain size.

<table>
<thead>
<tr>
<th>Size</th>
<th>CPU</th>
<th>$t$</th>
<th>$E[H_s]$</th>
<th>$E[H_c]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.33</td>
<td>311.72</td>
<td>2.73E-05</td>
<td>1.53E-04</td>
</tr>
<tr>
<td></td>
<td>(0.66)</td>
<td>(120.67)</td>
<td>(9.16E-06)</td>
<td>(3.38E-04)</td>
</tr>
<tr>
<td>24</td>
<td>4.96</td>
<td>489.58</td>
<td>1.34E-05</td>
<td>1.17E-04</td>
</tr>
<tr>
<td></td>
<td>(1.63)</td>
<td>(118.65)</td>
<td>(4.09E-06)</td>
<td>(4.52E-04)</td>
</tr>
<tr>
<td>32</td>
<td>13.25</td>
<td>695.53</td>
<td>8.13E-06</td>
<td>3.93E-05</td>
</tr>
<tr>
<td></td>
<td>(3.29)</td>
<td>(113.22)</td>
<td>(1.94E-06)</td>
<td>(1.09E-04)</td>
</tr>
<tr>
<td>40</td>
<td>34.81</td>
<td>1043.4</td>
<td>5.76E-06</td>
<td>1.44E-05</td>
</tr>
<tr>
<td></td>
<td>(6.74)</td>
<td>(121.77)</td>
<td>(2.08E-06)</td>
<td>(5.02E-05)</td>
</tr>
</tbody>
</table>

Table 4.2: Varying sensory range.

<table>
<thead>
<tr>
<th>Range</th>
<th>CPU</th>
<th>$t$</th>
<th>$E[H_s]$</th>
<th>$E[H_c]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 6$</td>
<td>20.66</td>
<td>916.35</td>
<td>8.68E-06</td>
<td>4.00E-05</td>
</tr>
<tr>
<td>$\hat{r}_c = 4$</td>
<td>(3.07)</td>
<td>(64.33)</td>
<td>(1.28E-06)</td>
<td>(1.77E-04)</td>
</tr>
<tr>
<td>$r = 8$</td>
<td>13.25</td>
<td>695.53</td>
<td>8.13E-06</td>
<td>3.93E-05</td>
</tr>
<tr>
<td>$\hat{r}_c = 6$</td>
<td>(3.29)</td>
<td>(113.22)</td>
<td>(1.94E-06)</td>
<td>(1.09E-04)</td>
</tr>
<tr>
<td>$r = 10$</td>
<td>12.96</td>
<td>680.68</td>
<td>7.86E-06</td>
<td>3.01E-05</td>
</tr>
<tr>
<td>$\hat{r}_c = 8$</td>
<td>(4.26)</td>
<td>(166.89)</td>
<td>(2.00E-06)</td>
<td>(6.60E-05)</td>
</tr>
<tr>
<td>$r = 10$</td>
<td>8.13</td>
<td>452.15</td>
<td>8.01E-06</td>
<td>4.47E-05</td>
</tr>
<tr>
<td>$\hat{r}_c = 7$</td>
<td>(1.44)</td>
<td>(57.39)</td>
<td>(1.67E-06)</td>
<td>(1.62E-04)</td>
</tr>
</tbody>
</table>
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Table 4.3: Varying peak sensing capability.

<table>
<thead>
<tr>
<th>$M$</th>
<th>CPU</th>
<th>$t$</th>
<th>$E[H_s]$</th>
<th>$E[H_c]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>96.31 (21.34)</td>
<td>2837.31 (320.35)</td>
<td>9.30E-06 (6.88E-07)</td>
<td>2.82E-05 (1.99E-04)</td>
</tr>
<tr>
<td>0.3</td>
<td>30.37 (7.29)</td>
<td>1275.09 (169.55)</td>
<td>8.69E-06 (1.17E-06)</td>
<td>1.74E-05 (4.62E-05)</td>
</tr>
<tr>
<td>0.4</td>
<td>13.25 (3.29)</td>
<td>695.53 (113.22)</td>
<td>8.13E-06 (1.94E-06)</td>
<td>3.93E-05 (1.09E-04)</td>
</tr>
<tr>
<td>0.5</td>
<td>7.90 (1.97)</td>
<td>421.60 (80.12)</td>
<td>6.20E-06 (3.12E-06)</td>
<td>2.58E-05 (3.69E-05)</td>
</tr>
</tbody>
</table>

Table 4.3 shows the four metrics of 100 runs under peak sensory capability $M = M_c = 0.2$, $M = 0.3$, $M = 0.4$, $M = 0.5$, respectively, using the same parameters as in Section 4.4.1. The larger $M$ is, the shorter the mission completion time and the lower the search uncertainty becomes. Note that when $M = 0.5$, the vehicle has perfect sensing, i.e., 100% detection probability, at its location. This leads to a big reduction in mission completion time and final achieved uncertainty.

Table 4.4 shows the four metrics of 100 runs under 3, 5, 10, 20 objects, respectively, using a fixed set of object positions under each case and the same parameters as in Section 4.4.1. The mission completion time increases with the number of objects. The achieved search uncertainty does not differ much in each case because the total number of cells is the same. However, the achieved classification uncertainty increases as the number of objects grows since the sensing resources get distributed.

From the above simulation results, it is concluded that the proposed algorithm is scalable for large-scale domains and a large number of objects, which is the incentive for this work.
<table>
<thead>
<tr>
<th>No.</th>
<th>CPU</th>
<th>$t$</th>
<th>$E[H_S]$</th>
<th>$E[H_c]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>13.25(2.75)</td>
<td>656.22 (97.63)</td>
<td>8.52E-06 (1.48E-06)</td>
<td>1.16E-05 (2.55E-04)</td>
</tr>
<tr>
<td>5</td>
<td>13.33(3.29)</td>
<td>695.53 (113.22)</td>
<td>8.13E-06 (1.94E-06)</td>
<td>3.93E-05 (1.09E-04)</td>
</tr>
<tr>
<td>10</td>
<td>21.94(5.98)</td>
<td>957.84 (183.64)</td>
<td>8.15E-06 (1.71E-06)</td>
<td>4.66E-05 (1.01E-04)</td>
</tr>
<tr>
<td>20</td>
<td>36.74(13.22)</td>
<td>1360.51 (294.06)</td>
<td>7.68E-06 (2.33E-06)</td>
<td>1.21E-04 (1.67E-04)</td>
</tr>
</tbody>
</table>

Table 4.4: Varying number of objects.
Chapter 5

Risk-Based Sequential Decision-Making Strategy

This chapter focuses on the development of a risk-based sequential decision-making strategy based on the probabilistic Bayesian-based decision-making strategy in Chapter 4. To accomplish competing tasks under limited sensory resources with minimum risks, a real-time decision-making strategy is developed to dynamically choose the task to be performed based on an overall risk assessment associated with the decision. Risk is defined as the expected cost of decision errors as well as observation costs. The proposed strategy seeks to find and classify all unknown objects within the domain with minimum risk under limited resources.

Section 5.1 reviews some related literature on sequential detection and risk analysis. The binary risk-based sequential decision-making strategy using a single autonomous vehicle is then investigated in detail in Section 5.2. In Section 5.3, the binary results are extended to the more general ternary setting, which enables concurrent search and classification observations. The ternary decision-making strategies are then applied to the SSA problem in Section 5.4.
5.1 Literature Review on Sequential Detection

The proposed approach relies on the technologies of Bayesian risk analysis. To be more specific, consider the following scenario. Imagine there are a fleet of distributed sensor-equipped MAVs with limited sensory range over a large-scale mission domain. The sensors are assumed to have measurement errors, or perception uncertainties. The goal is to detect and classify all the unknown objects within the domain with minimum risks in the presence of the noisy measurements. To achieve this objective, each vehicle sequentially updates its knowledge about object existence over the entire domain and the classification property for each found object through its own observation, which are used to compute the risks via Bayesian sequential detection method.

The key feature of sequential detection [105] is that it allows the number of observations to vary in order to achieve an optimal decision. The Bayesian sequential detection method used in this chapter is such that the Bayes risk (to be formally defined in Section 5.2.2) is minimized at each time step [133]. This method was formulated by Wald and Wolfowitz in [133] and provides a strong theoretical background for detection risk analysis. Two types of costs are taken into account in the risk calculation: 1) the cost of making a wrong decision, i.e., the probability of missed/false detection, or incorrect classification, and 2) the cost of taking more observations for a possibly better decision. The observation cost is computed in real time based on the progress of the task. Due to the randomness of observations and the dynamic observation cost, a decision may be made with a few observation samples to reduce measurement cost, whereas for other cases one would rather take more samples to reduce decision uncertainty and thus minimize the overall risk. In [148], a sequential Bayes classifier is utilized for the real-time classification of detected targets under a neural network based framework, however, without consideration of observation costs. Another sequential detection method is the Sequential Probability
Ratio Test (SPRT) [105, 131] based on binary Neyman-Pearson formulation where no prior probability information is needed. On average, a smaller number of observations are needed to make a decision using SPRT compared with an equally reliable method with a predetermined fixed number of observations [132]. The change-point detection theory [7, 113] is a generalization and modification of SPRT. It detects a change in the probability distribution of a stochastic process or time series. Existing techniques include the Shyriaev-Roberts (SR) [109, 113] and the Cumulative Sum Control Chart (CUSUM, a.k.a. Page test) [103] tests.

In the literature, sequential decision-making via tradeoffs between exploration and exploitation has been investigated in a risk-neutral context. The work in [115, 124] and references therein provide an overview of techniques that trade off between expected information gain (or equivalently, rewards) and the cost incurred by applying a control action for Partially Observable Markov Decision Process (POMDP). The planning problem is addressed under no constraints of decision error, and is hence, risk-neutral.

5.2 Decision Making for Search and Classification

For the sake of illustration, Figure 5.1 is provided to show the block diagram of the proposed strategy and the organization of the section. At time \( t \), the sensor takes an observation at a cell \( \tilde{c}_j \) in the search domain based on the sensor model proposed in Section 2.4.1. Next, the posterior probability of object existence or its classification at \( \tilde{c}_j \) gets updated via the Bayes update equations formulated in Sections 2.4.2 and 4.1. In Section 5.2.2, the Bayesian sequential detection method is introduced for a single cell \( \tilde{c}_j \), which depends on the sensor model as well as the dynamic observation cost. Its output is the minimum Bayes risk surface at cell \( \tilde{c}_j \). Combined with the updated probabilities, the sensor makes a decision (whether or not to take one more observation at \( \tilde{c}_j \)) that
minimizes the Bayes risk at time $t$. An uncertainty map is constructed based on the updated probabilities of every cell within the domain according to Sections 2.4.3 and 4.1. If the desired certainty level has not been achieved yet, a task metric is developed to formulate the dynamic observation cost. Finally, the results are combined: if the decision is to stop taking observation at the current cell $\hat{c}_j$, a sensor motion control scheme is provided, which drives the sensor to the cell $\hat{c}_k$ that has the maximum uncertainty in the domain. This process is repeated over time until both the search and classification uncertainties are satisfactorily low.

### 5.2.1 Problem Setup and Sensor Model

The sensor model proposed in Section 2.4.1 is assumed here. Conditioned on the state $X(\hat{c})$ at a particular cell $\hat{c}$, let $t$ be time index, the observations $Y_t(\hat{c})$ taken along time are temporally i.i.d. Therefore, if a sensor takes an observation at each time step at $\hat{c}$, for a window of $L$ time steps, there are $L + 1$ different combinations of unordered scalar observations, that is, ranging from zero positive observation to $L$ positive ones. Let the
variable $Z(\tilde{c})$ be the number of times that observation $Y(\tilde{c}) = 1$ is taken at cell $\tilde{c}$, which is a number in the set $\{0, \cdots, L\}$. The following $(L + 1) \times 2$ matrix gives the general conditional probability matrix for the search task over $L$ observations:

$$
B = \begin{bmatrix}
\text{Prob}[Z(\tilde{c}) = 0|X(\tilde{c}) = 0] & \text{Prob}[Z(\tilde{c}) = 0|X(\tilde{c}) = 1] \\
\text{Prob}[Z(\tilde{c}) = 1|X(\tilde{c}) = 0] & \text{Prob}[Z(\tilde{c}) = 1|X(\tilde{c}) = 1] \\
\vdots & \vdots \\
\text{Prob}[Z(\tilde{c}) = L|X(\tilde{c}) = 0] & \text{Prob}[Z(\tilde{c}) = L|X(\tilde{c}) = 1]
\end{bmatrix},
$$

with $\sum_{l=0}^{L} \text{Prob}[Z(\tilde{c}) = l|X(\tilde{c}) = j] = 1, j = 0, 1$. Because the sensor follows the Bernoulli distribution for a single observation, $\text{Prob}[Z(\tilde{c}) = l|X(\tilde{c}) = j]$ follows a binomial distribution with parameter $\beta$ and $L$, which describes the probability of having $l$ positive observations given state $X(\tilde{c}) = j$. Hence, the general conditional probability matrix can be written as follows:

$$
B = \begin{bmatrix}
\beta^L & (1 - \beta)^L \\
L(1 - \beta)\beta^{L-1} & L\beta(1 - \beta)^{L-1} \\
\vdots & \vdots \\
(1 - \beta)^L & \beta^L
\end{bmatrix}.
$$

(5.1)

The value of $\beta$ can be either the unit or the limited circular sensory range discussed in Section 2.4.1.

As stated in Section 4.1, the sensor model for the classification process follows a similar fashion with $X_c(p_k), Y_c(p_k)$ representing the state and observation variables for object $p_k, k = 1, 2, \cdots, N_o$. The general conditional probability matrix is denoted as $B_c$ with detection probability $\beta_c$. 
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5.2.2 Risk-based Sequential Decision-Making

This section takes the search process as an example to illustrate the Bayesian sequential risk analysis procedure at a single cell $\tilde{c}$. The method can be adopt to the risk-based classification of a found object $p_k$ in a straightforward manner via changing parameters. Instead of deriving an optimal detector given a fixed number of observations as in classical Bayesian, Minimax or Neyman-Pearson hypothesis testing methods [105, 112, 126, 142], the Bayesian sequential detector takes observations until a decision can be made with minimum Bayes risk. This results in a random number of total observations taken.

5.2.2.1 Conditional Bayes Risk without Observation Cost

First, assuming a Uniform Cost Assignment (UCA), define the decision cost matrix as

$$C_{ij} = \begin{cases} 0 & \text{if } i = j \\ 1 & \text{if } i \neq j \end{cases},$$

where $i = 0, 1$ represent 0: object absent and 1: object present, $j = 0, 1$ correspond to state $X(\tilde{c}) = 0$ and $X(\tilde{c}) = 1$. Hence $C_{ij}$ is the cost of deciding $i$ when the state is $X(\tilde{c}) = j$. $C$ can be written in the matrix form as

$$C = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$

Let $\tilde{R}_j(\tilde{c}, L, \Delta)$, $j = 0, 1$, $L \geq 1$, be the conditional risk of deciding $X(\tilde{c}) \neq j$ at $\tilde{c}$ given that the actual state is $X(\tilde{c}) = j$ over at least one observation,

$$\tilde{R}_j(\tilde{c}, L, \Delta) = c_j \Delta b_j,$$  \hspace{1cm} (5.2)
where

1. \( c_j = [C_{0j} \ C_{1j}] \) is the \( j \)th column of the decision cost matrix \( C \) and contains the costs of deciding object absent and present given state \( X(\hat{c}) = j \).

2. \( \Delta = [\Delta(i, j)] \) is the deterministic decision rule. The matrix element \( \Delta(i, j) \), \( i = 0, 1 \), \( j = 0, \ldots, L - 1 \) can be either 0 or 1, and \( \sum_{i=0}^{L-1} \Delta(i, j) = 1 \). When \( \Delta(i, j) = 1 \), it means that decision \( i \) is made given that the observation \( Z = j \) corresponds to the \( j \)th column of \( \Delta \). For \( L \geq 1 \), the dimension of \( \Delta \) is \( 2 \times L \) because there are two possible realizations of the states. For \( L = 0 \), i.e., there are no observations taken, \( \Delta \) could be ‘always decide there is no object’, ‘always decide there is an object’, regardless of the observations, and there will be no explicit matrix form.

3. \( b_j \) is the \( j \)th column of the general conditional probability matrix \( B = [B_{ij}] \), \( i = 0, 1, \ldots, L - 1 \), \( j = 0, 1 \) for \( L \geq 1 \). The element \( B_{ij} \) gives the probability of having observation \( Z = i \) given state \( j \). According to the probability axiom, \( \sum_{i=0}^{L-1} B_{ij} = 1 \), \( j = 0, 1 \). For \( L \geq 1 \), \( B \) is a \( L \times 2 \) matrix.

Therefore, under UCA, there is no cost if the decision is the actual state, and the conditional risk \( \tilde{R}_j \) can be interpreted as the error probability of making a wrong decision, i.e., deciding \( X(\hat{c}) \neq j \) given that the actual state is \( X(\hat{c}) = j \) under a certain decision rule \( \Delta \) over \( L \) observations for cell \( \hat{c} \).

**Remark. 5.2.1.** “Reasonable” Deterministic Decision Rules. Here, the sensor is assumed to be a “good” one, that is to say, the detection probability is higher than the error probability of the sensor, i.e., \( \beta > 0.5 \). Therefore, there are only a small number of “reasonable” deterministic decision rules. Given \( L \) observations, the set of “reasonable”
deterministic decision rules is the set of all rules of the type

\[
\Delta^l_1 = \begin{cases} 
1 & l \geq v \\
0 & \text{otherwise}
\end{cases}
\]

where \(l \in \{0, \ldots, L\}\) is the total number of positive observations and \(v \in \{0, \ldots, L+1\}\) is the threshold where a positive decision is made. This means one only needs to consider decision rule matrices that look like

\[
\Delta = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \end{bmatrix}
\]

and not like

\[
\Delta = \begin{bmatrix} 1 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 \end{bmatrix}.
\]

When the threshold \(v = 0\), the vehicle sensor will always decide object present and ignore the observations. Similarly, when \(v = L + 1\), it will always decide object absent. Note that “reasonable” decision rules grows linearly with \(L\) and dominates any other type of decision rules with the same value of \(L\).

5.2.2.2 Conditional Bayes Risk with Observation Cost

Now assign an observation cost \(c_{\text{obs}}\) each time the sensor makes a new observation. This cost could be based on energy, amount of observation time, etc. For the sake of clarity, first assume it is a constant when deriving the formulation below. A dynamic cost function \(c_{\text{obs}}(t)\) is then developed to relate the observation cost with the task metrics for real-time decision-making in multi-cell domains.
Define \( \phi = \{ \phi_k \}_{k=0}^\infty \) as the stopping rule and \( \delta = \{ \delta_k \}_{k=0}^\infty \) as the intermediate decision rule. If \( \phi_k = 0 \), the sensor takes another measurement, if \( \phi_k = 1 \), the sensor stops taking further observations. At every time step \( k \), \( \delta_k \) can be either one of three intermediate decisions: (i) deciding object absent, (ii) deciding object present, or (iii) taking one more observation and postpone making a decision to the following time step.

Let the stopping time be the minimum amount of time it takes to make a final decision, i.e., \( N(\phi) = \min\{ k : \phi_k = 1 \} \), which is a random variable due to the randomness of the observations. The expected stopping time under state \( X(\tilde{c}) = j \) is then given by \( E_j[N(\phi)] = E[N(\phi)|X(\tilde{c}) = j] \).

Since now a cost \( c_{\text{obs}} \) is assigned for each observation, the conditional Bayes risk (5.2) under UCA over \( L \geq 0 \) observations can be modified as:

\[
R_j(\tilde{c}, L, \Delta) = \text{Prob}(\text{decide } X(\tilde{c}) \neq j|X(\tilde{c}) = j) + c_{\text{obs}}E_j[N(\phi)], \ j = 0, 1. \tag{5.3}
\]

If \( L \geq 1 \), \( \Delta \) has explicit matrix form and the above equations can be rewritten as:

\[
R_j(\tilde{c}, L, \Delta) = c_j \Delta b_j + c_{\text{obs}}E_j[N(\phi)], \ j = 0, 1. \tag{5.4}
\]

### 5.2.2.3 Bayes Risk

Now define the Bayes risk as the expected conditional Bayes risk under decision rule \( \Delta \) over \( L \) observations at cell \( \tilde{c} \):

\[
r(\tilde{c}, L, 1 - \pi_0, \Delta) = \pi_0 R_0(\tilde{c}, L, \Delta) + (1 - \pi_0) R_1(\tilde{c}, L, \Delta), \ L \geq 0, \tag{5.5}
\]

where \( \pi_0 = P(X(\tilde{c}) = 0; t = t_v) \) is the prior probability of state being \( X(\tilde{c}) = 0 \) at time instant \( t_v \), when an observation is taken at cell \( \tilde{c} \). At each cell \( \tilde{c} \) at every time step \( t \), given a fixed \( \pi_0 \) under the constraints \( \pi_0 \in [0, 1] \), the sensor chooses a combination of \( (L \geq 0, \Delta) \)
that yields the minimum value of the Bayes risk $r$. This same procedure is repeated until the cost of making a wrong decision based on the current observation is less than that of taking one more observation for a possibly better decision.

### 5.2.2.4 Bayesian Sequential Detection

The following elaborates on the decision-making procedure. If the sensor does not take any observations ($L = 0$) and directly make a decision, according to Equations (5.3) and (5.5), the Bayes risks of 2 different decision rules $\Delta$ are as follows

\[
\begin{align*}
    r(\tilde{c}, L = 0, 1 - \pi_0, \Delta = \text{always decide object absent}) &= \pi_0, \\
    r(\tilde{c}, L = 0, 1 - \pi_0, \Delta = \text{always decide object present}) &= 1 - \pi_0.
\end{align*}
\]

If the sensor decides to take an observation ($L \geq 1$), the minimum Bayes risk over all possible choices of $\Delta$ with $L$ observations is

\[
r_{\min}(\tilde{c}, L \geq 1, 1 - \pi_0) = \min_{\Delta \in \mathcal{G}_L} \pi_0 R_0(\tilde{c}, L \geq 1, \Delta) + (1 - \pi_0) R_1(\tilde{c}, L \geq 1, \Delta) \geq L c_{\text{obs}}
\]

where $\mathcal{G}_L$ is defined as the set of all deterministic decision rules that are based on exactly $L$ observations.

Following similar procedure, the overall minimum Bayes risk functions $r^*_{\min}$ under all possible combinations of $(\Delta, L \geq 0)$ is computed,

\[
r^*_{\min}(\tilde{c}, 1 - \pi_0) = \min_{L=0,1,2\ldots} r_{\min}(\tilde{c}, L, 1 - \pi_0).
\]

The basic procedure of Bayesian sequential detection is summarized as follows: With initial priors $\pi_j = P(X(\tilde{c}) = j; t = 0)$, $j = 0, 1$, check the corresponding $r^*_{\min}$ value. If $r^*_{\min}$ is given by the risk function with $L \geq 1$, the sensor takes an observation $Y_{t=0}(\tilde{c})$. 
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Compute the posteriors \( P(X(\mathring{c}) = j | Y_{i=0}(\mathring{c}); t = 1) \) according to Equation (2.33) and again check \( r^*_\text{min} \) to make decisions. The process is repeated using these posteriors as the new priors. The key is that an observation is taken if and only if \( r^*_\text{min}(\mathring{c}, L \geq 1, 1 - \pi_0) < \min(1 - \pi_0, \pi_0) \). When \( r^*_\text{min} = r^*\text{min}(\mathring{c}, L = 0, 1 - \pi_0) \), the sensor stops taking observations and a decision is made at \( \mathring{c} \).

### 5.2.2.5 Simulation for a Single Cell

The following preliminary simulation for a single cell illustrates the proposed scheme. Fix a cell \( \mathring{c} \), choose \( \beta = 0.8 \) (i.e., \( M = 0.3 \) and the sensor is right located at the centroid of this cell), and set the observation cost as a fixed number \( c_{\text{obs}} = 0.05 \) to demonstrate the Bayesian sequential detection method. Figure 5.2(a) shows all the Bayes risk functions \( r \) under 0 (black lines), 1 (blue lines) and 2 (green lines) observations with \( \pi_0 \in [0, 1] \). In Figure 5.2(b), the red segment indicates the overall minimum Bayes risk \( r^*_\text{min}(\mathring{c}, 1 - \pi_0) \). The overall minimum Bayes risk curve \( r^*_\text{min}(\mathring{c}, 1 - \pi_0) \) is constructed by taking the smallest value of all \( r^*\text{min}(\mathring{c}, L, 1 - \pi_0), L = 0, 1, 2, \cdots \) under each fixed prior probability \( \pi_0 \). Figure 5.2(c) shows the construction of the minimum Bayes risk (the red dot) under a fixed prior \( \pi^*_0 \). Here, only the lines of decision rules that constitute the red segment are shown with the corresponding equations listed. The Bayes risk functions under more than 3 observations (\( L \geq 3 \)) have larger \( r \) values and do not contribute to \( r^*_\text{min}(\mathring{c}, 1 - \pi_0) \) for the particular choice of \( \beta \) and \( c_{\text{obs}} \) here.

Each of the lines is interpreted as follows.

**Line 1.** This line represents the decision rules without any observation. Always decide there is an object at the cell regardless of the observations. According to Equation (5.5),

\[
r(\mathring{c}, L = 0, 1 - \pi_0, \Delta = \text{always decide there is an object})
= \pi_0 \times 1 + (1 - \pi_0) \times 0 = \pi_0;
\]
Figure 5.2: Bayes risk, minimum Bayes risk, and construction of minimum Bayes risk.
**Line 2.** This line also represents the decision rules without any observation. Always decide there is no object regardless of the observations:

\[
r(\tilde{c}, L = 0, 1 - \pi_0, \Delta = \text{always decide there is no object})
\]

\[
= \pi_0(0 + c_{\text{obs}} \times 0) + (1 - \pi_0)(1 + c_{\text{obs}} \times 0) = 1 - \pi_0.
\]

**Line 3.** The blue line corresponds to the decision rule 3 after taking one observation: decide the actual state according to the only one observation, that is, if \( Z = 1 \), decide there is actually an object. It follows that

\[
r(\tilde{c}, L = 1, 1 - \pi_0, \Delta = \Delta_{11})
\]

\[
= \pi_0(1 - \beta + c_{\text{obs}}) + (1 - \pi_0)(1 - \beta + c_{\text{obs}}) = 1 - \beta + c_{\text{obs}}.
\]

**Line 4.** This line gives the decision rules after two observations. Line 4 corresponds to the decision rule that decides there is actually an object if and only if all the two observations are positive (\( Z = 2 \)). Following the same procedure as above, it follows that

\[
r(\tilde{c}, L = 2, 1 - \pi_0, \Delta = \Delta_{21})
\]

\[
= (1 - \beta)^2\pi_0 + (2\beta(1 - \beta) + (1 - \beta)^2)(1 - \pi_0) + 2c_{\text{obs}};
\]

**Line 5.** This line also gives the decision rules after two observations. Line 5 corresponds to the decision rule that decides there is no object if and only if none of the two observations is object present,

\[
r(\tilde{c}, L = 2, 1 - \pi_0, \Delta = \Delta_{22})
\]

\[
= (2\beta(1 - \beta) + (1 - \beta)^2)\pi_0 + (1 - \beta)^2(1 - \pi_0) + 2c_{\text{obs}}.
\]
Thus, the red segment gives the minimum Bayesian risk $r_{\text{min}}^*(\tilde{c}, 1 - \pi_0)$ over 0,1,2 observations.

The intersection of lines 1, 5 is the lower prior probability $\pi_L = 0.2059$. When the posterior probability $P(X(\tilde{c}) = 0, t)$ updated through Equation (2.33) is below $\pi_L$, the vehicle sensor stops taking observation and decides that the actual state is object present. This is because the minimum Bayesian risk is determined by line 1 instead of line 5 when $P(X(\tilde{c}) = 0, t) \in [0, \pi_L]$. The intersection of lines 2, 4 is the upper prior probability $\pi_U = 0.7941$. When $P(X(\tilde{c}) = 0, t)$ is above $\pi_U$ (i.e., $P(X(\tilde{c}) = 1, t) \leq \pi_L$), the sensor decides that there is actually no object.

The following simple example illustrates how to utilize the minimum Bayes risk curve $r_{\text{min}}^*$ for decision-making. At a cell $\tilde{c}$, assume the initial prior $P(X(\tilde{c}) = 0, t) = P(X(\tilde{c}) = 1, t) = 0.5$. The corresponding minimum Bayes risk for the prior 0.5 is given by Line 3. So the sensor takes one observation, and if the observation is $Y_{t=1}(\tilde{c}) = 1$ indicating there is an object, the posterior probability is updated according to the new observation and the Bayes update rules (2.33). The posterior probability is $P(X(\tilde{c}) = 1, t) = 0.8$, $P(X(\tilde{c}) = 0, t) = 0.2 \leq \pi_L$. Now $r_{\text{min}}^*$ is given by Line 1. Therefore, the sensor decides not to take any more observation and determine there is actually an object at this cell with Bayes risk $r = 0.2$.

### 5.2.3 Extension to Full-Scale Domain

The mechanics of the Bayesian probability updates (Section 2.4.2) and Bayesian sequential detection (Section 5.2.2) have been discussed for a single cell. This section defines an uncertainty map based on these posterior probabilities and the metrics for the search and classification tasks in general multi-cell domains. The search task metric is related with a dynamic observation cost for the Bayesian sequential decision-making strategy in multi-cell domains. Based on these, the sensor motion control laws in Section 2.4.4 is
used, which seeks to find and classify all objects in \( \mathcal{D} \) with a desired confidence level.

As stated in Sections 2.4.2 and 4.1, Bayes rule is used to update 1) the probability of object present at each cell \( \tilde{c} \) in \( \mathcal{D} \) and 2) the probability of object having Property ‘G’ for each found object \( p_k \). These updated posterior probabilities are then used to construct the uncertainty functions (2.35) and (4.2) for the search and classification process, respectively.

The search and classification metrics (4.2) and (4.3) developed in Section 4.2 are used here for the risk-based decision-making for search versus classification. Define the classification conditions as follows:

\[
\begin{align*}
\text{(a)} & \quad \| q(t) - p_k \| \leq r_c \\
\text{(b)} & \quad H_c(P_{H_c}, p_k, t) > H_d(p_k, t) \\
\text{(c)} & \quad H_s(P_{H_s}, p_k, t) \leq H_s^U \\
\text{(d)} & \quad \text{No Decision at } p_k \text{ at } t
\end{align*}
\]

(5.6)

where \( H_s^U \) is some upper bound on the search uncertainty to be met before a classification task can be carried on. Only when all the classification conditions are satisfied, i.e., (a) the object \( O_k \) is within the vehicle’s classification sensory range, (b) the classification uncertainty of \( O_k \) is larger than the desired uncertainty, (c) the search uncertainty of \( O_k \) is relatively low (It is to some extent sure that \( O_k \) is an object), and (d) no decision has been made about the property of \( O_k \) yet at previous time step, then the vehicle will start to classify \( O_k \). If any one of the above condition fails, the vehicle \( V \) stop classifying the found object and switch to searching again. It can resume classifying an object that has been detected and completely or partially classified in the past if it finds it again during the search process. When this occurs, the value of \( H_d \) will be smaller than the last time the objected has been detected.
Now associate a dynamic observation cost $c_{\text{obs}}(t)$ with the search cost function $J(t)$,

$$c_{\text{obs}}(t) = \gamma J(t), \quad (5.7)$$

where $\gamma > 0$ is some positive weighting parameter. At the outset of the mission, few regions in the domain have been covered, therefore, the cost, $J$, of not searching anywhere else is high. Equivalently, taking an observation at the current cell is “expensive”, i.e., $c_{\text{obs}}(t)$ is large. In this case, the risk-based sequential decision-making strategy tends to make a decision with a few observations, which may yield large number of wrong decisions (however, it still gives the minimum Bayes risk over all decisions given the limited available observations), but increase the potential of rapidly detecting and classifying more critical objects in the domain. When the sensor stops taking observations, makes a decision, and leaves the current cell, it will move to another cell and again take an observation there. Because the uncertainty level associated with that cell changes (Equations (2.33),(2.35)), the values for $J$ (Equation (4.2)) and $c_{\text{obs}}$ (Equation (5.7)) over the entire domain differ accordingly. Additional information is gained by changing the cell to be observed. When the sensor has surveyed more regions in the domain, the uncertainty level at all the visited cells is reduced with respect to the initial uncertainty, and hence both $J$ and $c_{\text{obs}}$ decrease. The process will be repeated until $J(t) \to 0$ and $H_c \to 0$, $\forall p_k$, i.e., all the unknown objects of interest within the domain have been found and classified with a desired uncertainty level in a small neighborhood of zero. Note that the observation cost is assigned according to the real-time progress of the search and classification tasks and facilitates real-time decision-making based on the available observations.

**Remark. 5.2.2.** A small value of $\gamma$ corresponds to the case where the sensor will stay in a cell until a high certainty about object existence or its classification is achieved before moving on. A large value gives the opposite case, i.e., the sensor will not linger long in
any cell until it has had a chance to survey more regions in the domain.

5.2.4 Simulation

In this simulation, consider all the cells $\bar{c}$ within a $20 \times 20$ square domain $D$. For each $\bar{c} \in D$, an i.i.d. prior probability of object presence is assumed, which equals to $P(X(\bar{c}) = 1, 0) = \frac{E[N]}{N_{tot}} = 0.2$, where $E[N_o] = 80$ is the expected number of objects. For the classification process, let the desired upper bound for classification uncertainty be $H_u^o = 0.01$ and $H_u^u = 0.3$. The priors $P_c(X_c(p_k) = 0, 0) = 0.5$, $\forall k$ and all the objects with even number have property ‘G’. The locations of the objects are randomly generated. The number of objects generated for this simulation turns out to be 83. The locations of objects with Property ‘F’ are indicated by the 42 green crosses and the locations of the objects with Property ‘G’ are indicated by the 41 magenta crosses in Figure 5.3. Figure 5.3 shows the evolution of the search uncertainty map $H_s$ (dark red for highest uncertainty and dark blue for lowest uncertainty) at (a) $t = 1$, (b) $t = 200$, (c) $t = 400$, and (d) $t = 800$. The radius $r$ of the search sensor is chosen to be 8 and the classification radius $r_c$ is chosen to be 6, as shown by the magenta and green circles in Figure 5.3. Set the maximum sensing capacity as $M = 0.5$. The parameter $\gamma = 0.05$. The black dot represents the position of the vehicle. Here the control law in Equation (2.36) is used with control gain $\bar{k} = 0.2$. The set $U$ is chosen to be $D$. From the simulation results, it can be concluded that at most $H_s = 1.1 \times 10^{-6}$ has been achieved everywhere within $D$.

Figure 5.4(a) records the number of false detections and missed detections versus time. It can be seen from the figure that the number of missed detections (18) is much larger than that of the false detections (2) at the beginning of the task. This is because the initial prior probability $P(X(\bar{q}) = 1, 0)$ to start with is closer to zero, which makes it easier to make a wrong decision after taking an erroneous observation $Y(\bar{q}) = 0$ given that the actual state is object present. Figure 5.4(b) compares the number of incor-
Figure 5.3: Evolution of search uncertainty.
rect classifications, i.e., deciding Property ‘F’ given Property ‘G’, and deciding Property ‘G’ given Property ‘F’ over all detected objects. These two numbers are similar since $P_c(X_c(\tilde{c}), 0) = 0.5$. In both figures, it can be shown that as time increases, the number of missed detections and false detections decrease. Both of the error numbers go to zero with zero uncertainty at the end of the mission. This implies that one can balance between the number of errors within the tolerance range and the limited time to decide when to stop.

Figure 5.5(a) shows the classification results for object 1. Its probability of having Property ‘G’ is zero and the corresponding uncertainty function $H_c = 0$, i.e., it is 100% sure that object 1 has Property ‘F’. Similarly, Figure 5.5(b) shows that object 2 has Property ‘G’ with zero uncertainty. The properties of other objects are also satisfied classified with the desired uncertainty level and can be shown like Figures 5.5(a) and 5.5(b) without difficulty.

### 5.3 Extension to Three States

In this section, the above standard binary Bayesian sequential detection method is extended into a ternary risk-based sequential decision-making strategy. This allows concur-
rent search and classification observations taken by a single autonomous vehicle sensor. However, the decision to be made here is still the same, i.e., whether to make a prompt decision regarding object existence or its classification based on insufficient observations, or to keep taking observations at the current location until 100\% certain about the true state.

5.3.1 Problem Setup and Sensor Model

Now let $X(\tilde{c})$ be a ternary state random variable at cell $\tilde{c}$, where 0 corresponds to object absent, 1 corresponds to object having Property ‘F’, and ‘2’ corresponds to object having Property ‘G’.

For the sake of illustrative clarity, the following assumptions for the sensor model are made.

1. A sensor is able to observe only one cell at a time. That is, the unit-range sensor model is assumed in this section. Extension to other sensor models that are capable of observing multiple cells at the same time (e.g., the sensor models with limited sensory range proposed in [59–62, 135–140]) is straightforward.

2. A sensor is able to move to any cell within the domain. Other motion schemes, such
as gradient-based, awareness-based, and information-driven control laws ([59–62, 135–140]) can be adopted without difficulty.

Let $Y(\tilde{c})$ be the corresponding ternary observation random variable. The sensor model follows a ternary discrete probability distribution. For a cell $\tilde{c}$, given a state $X(\tilde{c}) = i$, $i = 0, 1, 2$, the probability mass function $f$ of the observation distribution is given by

$$f_Y(y|X(\tilde{c}) = i) = \begin{cases} 
\beta_{i0} & \text{if } y = 0 \\
\beta_{i1} & \text{if } y = 1 \\
\beta_{i2} & \text{if } y = 2
\end{cases} \quad (5.8)$$

where $\sum_{j=0}^{2} \beta_{ij} = 1$, $Y$ corresponds to the ternary random variable and $y$ is the dummy variable. Figure 5.6 shows the relationship between the unknown state $X(\tilde{c})$ and an observation $Y(\tilde{c})$.

Conditioned on the true state $X(\tilde{c})$, let $t$ be the time index, the observations $Y_t(\tilde{c})$ taken along time are temporally i.i.d. Define an integer random variable $Z_j(\tilde{c})$, $j = 0, 1, 2$ as the number of times that observation $Y(\tilde{c}) = j$ appears during a window of $L$ time steps. The quantity $Z_j(\tilde{c})$ satisfies $\sum_{j=0}^{2} Z_j(\tilde{c}) = L$, $Z_j(\tilde{c}) \in [0, L]$. Therefore, given state $X(\tilde{c}) = i$, $i = 0, 1, 2$, the probability of having observation $(z_0, z_1, z_2)$ in a window
of $L$ time steps follows a multinomial distribution

$$
\text{Prob}(Z_0(\tilde{c}) = z_0, Z_1(\tilde{c}) = z_1, Z_2(\tilde{c}) = z_2 | X(\tilde{c}) = i) = \frac{L!}{z_0! z_1! z_2!} \beta_{i0} z_0 \beta_{i1} z_1 \beta_{i2} z_2.
$$  (5.9)

The sensor’s probabilities of making a correct observation, i.e., the detection probabilities, are $\beta_{00}, \beta_{11}$ and $\beta_{22}$. Here it is assumed that the sensor is “good” and restrict these values to be $\beta_{00}, \beta_{11}, \beta_{22} > 0.5$. More general values within $[0, 1]$ can be considered, however, introducing extra analytical complexity that does not contribute any new insights. It is assumed that the sensor’s probabilities of making an erroneous observation, i.e., the error probabilities, $\beta_{ij}, i \neq j$, follow a simple linear model under the probability axiom constraint $\sum_{j=0}^{2} \beta_{ij} = 1$:

$$
\beta_{ij} = \nu_j (1 - \beta_{ii}), \ i \neq j,
$$  (5.10)

where $\nu_j$ is some weighting parameter that satisfies $\sum_{j \neq i} \nu_j = 1$, $0 \leq \nu_j \leq 1$. This implies that the sensor is able to better distinguish the true state from the other two states and returns an higher likely observation of the true state at that location.

### 5.3.2 Ternary Bayesian Updates for Search and Classification

According to Bayes’ rule, given a single observation $Y_t(\tilde{c}) = j$ taken at cell $\tilde{c}$ at time step $t$, it follows that

$$
P(X(\tilde{c}) = i | Y_t(\tilde{c}) = j; t + 1)
= \eta_j P(Y_t(\tilde{c}) = j | X(\tilde{c}) = i) P(X(\tilde{c}) = i; t), \ i, j = 0, 1, 2.
$$  (5.11)

where $P(Y_t(\tilde{c}) = j | X(\tilde{c}) = i)$ is determined by the ternary sensor model (5.8), and the $\beta_{ii}$ and $\beta_{ij} (i \neq j)$ function (5.10).
According to the law of total probability, $\eta_j$ is given as follows,

$$
\eta_j = \frac{1}{P(Y_1(\hat{c}) = j)} = \frac{1}{\beta_{0j}P(X(\hat{c}) = 0; t) + \beta_{1j}P(X(\hat{c}) = 1; t) + \beta_{2j}P(X(\hat{c}) = 2; t)},
$$

and thus the posterior probabilities is given by substituting the value of $\eta_j$ into Equation (5.11).

### 5.3.3 Ternary Risk-Based Sequential Decision-Making

In this section, a ternary risk-based sequential decision-making strategy is used to determine the state at a cell $\hat{c}$ with minimum Bayes risk. It is extended from the above standard binary Bayesian sequential detection method [105, 106, 132] in signal detection theory [105, 112, 126, 142]. The formulation for Bayes risk in ternary case is similar as the binary case, however, it ends up with the minimum Bayes risk surface instead of minimum Bayes risk curve. Here only the main results are listed and a simulation at a single cell is used to illustrate the modified methods.

The ternary conditional Bayes risk under UCA over $L \geq 0$ observations is as follows:

$$
R_j(\hat{c}, L, \Delta) = \text{Prob}(\text{decide } X(\hat{c}) \neq j | X(\hat{c}) = j) + c_{\text{obs}}E_j[N(\phi)], \ j = 0, 1, 2. \quad (5.12)
$$

If $L \geq 1$, $\Delta$ has explicit matrix form and the above equations can be rewritten as:

$$
R_j(\hat{c}, L, \Delta) = c_j\Delta b_j + c_{\text{obs}}E_j[N(\phi)], \ j = 0, 1, 2. \quad (5.13)
$$

where

1. $c_j = [C_{0j} \ C_{1j} \ C_{2j}]$.

2. $\Delta = [\Delta(i, n)]$ is the deterministic decision rule. Let $N$ be the total number of
possible observation combinations \((z_0, z_1, z_2)\) that the sensor can take according to the multinomial distribution (5.9) over a window of \(L\) time steps. For \(L \geq 1\), the dimension of \(\Delta\) is \(3 \times N\). For \(L = 0\), i.e., there are no observations taken, \(\Delta\) could be ‘always decide there is no object’, ‘always decide there is an object with Property ‘F” or ‘always decide there is an object with Property ‘G”.

3. \(b_j\) is the \(j\)th column of \(B = [B_{ij}]\) for \(L \geq 1\). For \(L \geq 1\), \(B\) is a \(N \times 3\) matrix.

The ternary Bayes risk for \(L \geq 0\) is given as follows

\[
r(\tilde{c}, L, \pi_1, \pi_2, \Delta) = (1 - \pi_1 - \pi_2)R_0(\tilde{c}, L, \Delta) + \pi_1 R_1(\tilde{c}, L, \Delta) + \pi_2 R_2(\tilde{c}, L, \Delta) (5.14)
\]

where \(\pi_j = P(X(\tilde{c}) = j; t = t_v), j = 0, 1, 2\) is the prior probability of state being \(X(\tilde{c}) = j\) at time instant \(t_v\) when an observation is taken at cell \(\tilde{c}\).

If the sensor does not take any observations \((L = 0)\) and directly makes a decision, the Bayes risks of 3 different decision rules \(\Delta\) are as follows

\[
\begin{align*}
    r(\tilde{c}, L = 0, \pi_1, \pi_2, \Delta = \text{always decide object absent}) &= \pi_1 + \pi_2, \\
    r(\tilde{c}, L = 0, \pi_1, \pi_2, \Delta = \text{always decide object having Property ‘F’}) &= 1 - \pi_1, \\
    r(\tilde{c}, L = 0, \pi_1, \pi_2, \Delta = \text{always decide object having Property ‘G’}) &= 1 - \pi_2.
\end{align*}
\]

The overall minimum Bayes risk over all possible combinations of \((\Delta, L)\) is,

\[
    r^*_\min(\tilde{c}, \pi_1, \pi_2) = \min_{L=0,1,2,...,\Delta \in G_L} r(\tilde{c}, L, \pi_1, \pi_2, \Delta).
\]

An observation is taken if and only if \(\min_{\Delta \in G_L} r(\tilde{c}, L \geq 1, \pi_1, \pi_2, \Delta) < \min(\pi_1 + \pi_2, 1 - \pi_1, 1 - \pi_2)\).

The following preliminary simulation for a single cell is used to illustrate the proposed
scheme. Fix a cell \( \tilde{c} \) and assume that the sensor is located at the centroid of this cell. The sensing parameters are chosen as follows:

\[
\begin{align*}
\beta_{00} &= 0.8, \beta_{01} = 0.1, \beta_{02} = 0.1, \\
\beta_{10} &= 0.2, \beta_{11} = 0.7, \beta_{12} = 0.1, \\
\beta_{20} &= 0.1, \beta_{21} = 0.15, \beta_{22} = 0.75.
\end{align*}
\] (5.15)

Figure 5.7(a) shows all the Bayes risk functions \( r \) under \( L = 0, 1 \) or 2 observations under the constraints \( \pi_i \in [0, 1] \) and \( \sum_{i=1}^{2} \pi_i \leq 1 \). Figure 5.7(b) shows the overall minimum Bayes risk surface \( r_{\min}^*(\tilde{c}, \pi_1, \pi_2) \), which is the minimum value of all \( r(\tilde{c}, L, \pi_1, \pi_2, \Delta), L \geq 0 \), under each fixed prior probability pair \((\pi_1, \pi_2)\). The overall minimum risk surface is composed of several enumerated risk planes, each of which is described briefly in this section.

![Bayes risk surface and minimum Bayes risk surface](image)

Figure 5.7: Bayes risk surface and minimum Bayes risk surface.

Each of these risk planes in Figure 5.7(b) annotated by the numerals 1 – 10 is interpreted as follows.

**Risk Plane 1.** \( r(\tilde{c}, L = 0, \pi_1, \pi_2, \Delta = \text{always decide there is no object}) = \pi_1 + \pi_2 \).

**Risk Plane 2.** \( r(\tilde{c}, L = 0, \pi_1, \pi_2, \Delta = \text{always decide object present with Property ‘F’}) = \)
1 − π₁.

**Risk Plane 3.** \( r(\tilde{c}, L = 0, \pi₁, \pi₂, \Delta = \text{always decide object present with Property ‘G’}) = 1 − \pi₂. \)

**Risk Plane 4.** This plane corresponds to the decision rule after taking one observation. The general conditional probability matrix for \( L = 1 \) is given as

\[
B(L = 1) = \begin{bmatrix}
β₀₀ & β₁₀ & β₂₀ \\
β₀₁ & β₁₁ & β₂₁ \\
β₀₂ & β₁₂ & β₂₂
\end{bmatrix},
\]

where the rows correspond to the observations \((z₀ = 1, z₁ = 0, z₂ = 0), (z₀ = 0, z₁ = 1, z₂ = 0), \text{and} (z₀ = 0, z₁ = 0, z₂ = 1)\), respectively. Risk Plane 4 corresponds to the following decision rule,

\[
Δ_{11} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

That is, decide the state according to the only one observation taken. This is the only reasonable decision rule for \( L = 1 \). Therefore, according to Equation (5.13), it follows that \( R₀(\tilde{c}, L = 1, \Delta = Δ_{11}) = β₀₁ + β₀₂ + c_{\text{obs}}, R₁(\tilde{c}, L = 1, \Delta = Δ_{11}) = β₁₀ + β₁₂ + c_{\text{obs}}, \) and \( R₂(\tilde{c}, L = 1, \Delta = Δ_{11}) = β₂₀ + β₂₁ + c_{\text{obs}}. \) Hence, \( r(\tilde{c}, L = 1, \pi₁, \pi₂, \Delta = Δ_{11}) \) is given directly by Equation (5.14).

**Risk Planes 5-10.** These plane give the decision rules after two observations. The general
conditional probability matrix for \( L = 2 \) is given as

\[
B(L = 2) = \begin{bmatrix}
\beta_{00}^2 & \beta_{10}^2 & \beta_{20}^2 \\
\beta_{01}^2 & \beta_{11}^2 & \beta_{21}^2 \\
\beta_{02}^2 & \beta_{12}^2 & \beta_{22}^2 \\
2\beta_{00}\beta_{01} & 2\beta_{10}\beta_{11} & 2\beta_{20}\beta_{21} \\
2\beta_{00}\beta_{02} & 2\beta_{10}\beta_{12} & 2\beta_{20}\beta_{22} \\
2\beta_{01}\beta_{02} & 2\beta_{11}\beta_{12} & 2\beta_{21}\beta_{22}
\end{bmatrix},
\]

where the rows correspond to the observations \((z_0 = 2, z_1 = 0, z_2 = 0), (z_0 = 0, z_1 = 2, z_2 = 0), (z_0 = 0, z_1 = 0, z_2 = 2), (z_0 = 1, z_1 = 1, z_2 = 0), (z_0 = 1, z_1 = 0, z_2 = 1),\) and \((z_0 = 0, z_1 = 1, z_2 = 1),\) respectively. The corresponding decision rules are,

\[
\Delta_{21} = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}, \quad \Delta_{22} = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 \end{bmatrix}, \quad (5), \quad \Delta_{23} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 0 \end{bmatrix}, \quad \Delta_{24} = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix}, \quad (6)
\]

\[
\Delta_{25} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 1 \end{bmatrix}, \quad \Delta_{26} = \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 1 \end{bmatrix}, \quad (7), \quad (8)
\]

The Bayes risks follow according to Equations (5.13) and (5.14).
When $r_{\text{min}}^*$ is given by Risk Plane 1, 2 or 3, the sensor stops taking observation and makes the final decision, otherwise, it always takes one more observation.

### 5.3.4 The Uncertainty Map, Task Metric, and Motion Control

Let $P_H$ be the probability distribution for object absent and its classification at cell $\tilde{c}$ at time $t$ and is given by $P_H = \{P(X(\tilde{c}) = 0; t), P(X(\tilde{c}) = 1; t), P(X(\tilde{c}) = 2; t)\}$. Define its information entropy as:

$$H(P_H, \tilde{c}, t) = -\sum_{j=0}^{2} P(X(\tilde{c}) = j; t) \ln P(X(\tilde{c}) = j; t).$$

(5.16)

The maximum value attainable by $H$ is $H_{\text{max}} = 1.0986$ when $P(X(\tilde{c}) = j, t) = \frac{1}{3}$.

Define the associated cost of not carrying further search and classification as follows:

$$J(t) = \sum_{\tilde{c} \in D} H(P_H, \tilde{c}, t) H_{\text{max}} A_D.$$  

(5.17)

A dynamic observation cost $c_{\text{obs}}(t)$ is assumed according to Equation (5.7).

Next, consider a control strategy for the sensor motion over the mission domain $D$. Combining with the Bayesian sequential decision-making strategy, it seeks to find and classify all objects in $D$ with a desired confidence level (i.e., achieve $J \to 0$) under a dynamic observation cost and the minimum Bayes risk at every time step. As mentioned in Section 5.3.1, it is assumed that there is no speed limit on the sensor, i.e., the sensor is able to move to any cell within $D$ from its current location.

The memoryless motion control scheme presented in Section 2.4.5.4 is adopted here, where the sets $\mathcal{Q}_H(t)$ and $\mathcal{Q}_d(t)$ are obtained by considering a single autonomous vehicle sensor in Equations (2.48,2.49).
Table 5.1: Mean percentage of wrong decisions during different time periods.

<table>
<thead>
<tr>
<th></th>
<th>1 – 200</th>
<th>201 – 400</th>
<th>401 – 600</th>
<th>601 – 800</th>
</tr>
</thead>
<tbody>
<tr>
<td>missed detection</td>
<td>40.43</td>
<td>34.51</td>
<td>17.35</td>
<td>7.71</td>
</tr>
<tr>
<td>false detection</td>
<td>43.49</td>
<td>25.43</td>
<td>21.64</td>
<td>9.44</td>
</tr>
<tr>
<td>incorrect classification</td>
<td>42.09</td>
<td>24.48</td>
<td>18.52</td>
<td>14.91</td>
</tr>
</tbody>
</table>

5.3.5 Full-Scale Domain Simulations

This section provides A) a detailed numerical simulation that illustrates the performance of the decision-making strategy, and B) a Monte-Carlo simulation comparison between the proposed strategy and the classical fixed-sample Bayesian hypothesis testing. All the simulations are implemented on a 2.80-GHz, i7-860m processor with 4.0GB RAM, and Matlab-compiled codes.

5.3.5.1 Simulation Example

Consider a $20 \times 20$ square domain $D$. For each $\tilde{c} \in D$, assume an i.i.d. prior probability distribution: $P(X(\tilde{c}) = 0; t = 0) = 0.7$, $P(X(\tilde{c}) = 1; t = 0) = 0.1$, and $P(X(\tilde{c}) = 2; t = 0) = 0.2$. The sensing parameters $\beta_{ij}$ are the same as in Equation (5.15). The observation cost weighting parameter $\gamma$ in Equation (5.7) is set as 0.05 and the desired uncertainty for every cell is 0.02.

The number of objects generated for this simulation turns out to be 125 (the expected number of objects is 120 according to Equation (2.29)) with 64 objects with Property ‘F’ and 61 objects with Property ‘G’.

Table 5.1 shows the mean percentage of missed detections, false detections, and incorrect classifications during time period $1 – 200$, $201 – 400$, $401 – 600$, and $601 – 800$, respectively. 100 runs are carried out in 800 time steps with the same parameter settings as above. From the table, most of the errors occur at the earlier stage of the mission and the number of errors decreases with time.
5.3.5.2 Monte-Carlo Simulation Comparison

Now a Monte-Carlo simulation is performed to compare the performance of the proposed Bayesian sequential strategy and the classical fixed-sample Bayesian hypothesis testing [25, 105, 112]. Under UCA, the fixed-sample Bayesian hypothesis testing is the maximum a posterior (MAP) estimator. That is, the optimal decision corresponds to the state that gives the maximum posterior probability after $L$ observations. Note that this is an off-line batch technique where a decision is made if and only if all the fixed $L$ observations have been taken. Here it is used as a benchmark performance criterion.

From the simulation results, the expected number of observations taken at each cell under the Bayesian sequential method is 1.988. Therefore, it is reasonable to compare the statistics of this method with $1 - 4$ fixed sample Bayesian hypothesis testing. Five metrics are considered: the final achieved maximum uncertainty $H_{max,t_f}$; the final value for the cost function $J(t_f)$; the total number of missed detections $n_m$; the total number of false detections $n_f$; and the total number of incorrect classifications $n_i$. For each case, 100 runs are carried out. For the sake of comparison, same settings are used for object number, positions, properties and initial position of the vehicle. All the other parameters are as in Section 5.3.5.1.

Figures 5.8(a)-5.8(e) show the performance comparison of the five metrics, respectively, between the fixed sample Bayesian hypothesis testings with 1,2,3,4 observations and the Bayesian sequential detection. Table 5.2 summarizes the statistical results. In order to achieve similar small amount of decision errors, the fixed-sample hypothesis testing method requires $L = 4$ observations at each cell. The risk-based sequential decision-making strategy outperforms the classical methods by 1) reducing decision errors, and 2) minimizing observation numbers. Therefore, according to Equations (5.13) and (5.14), under UCA, the proposed strategy leads to minimum Bayes risk within a same performance level.
5.4 Application to Space Situational Awareness

This section examines the problem of detecting and classifying objects in Earth orbit using a Space-Based Space Surveillance (SBSS) network. A SBSS system uses a combination of ground- and space-based sensors to monitor activities over a range of space orbits from low earth orbits up to an altitude higher than the geosynchronous orbit. The ternary risk-based sequential decision-making strategy developed in Section 5.3 is applied to object detection and classification using multiple range-angle sensors with intermittent information-sharing. The objective is to determine whether an object exists at a certain
location (a cell in a discretization of the search space) or not, and, if an object exists, what type it belongs to. This is a nontrivial extension since, firstly, both the space-based sensors and the objects of interest are now constantly in orbital motion. Secondly, the search space is non-cartesian and will be discretized using a polar parametrization. Thirdly, the results for a single sensor vehicle in Section 5.3 are extended to a SBSS network in which multiple sensors share information intermittently whenever sensors come within each other’s communication range.

The problem is formulated in a simplified two-dimensional setting where the SBSS system is composed of four ground-based sensors and a space-based orbiting sensor satellite. This is done in order to reduce computational complexity while retaining the basic nontrivial elements of the problem. It will be shown that direct application of the proposed scheme will result in perfect detection and classification results for any object that exists in a geosynchronous orbit as long as it (at least) intermittently penetrates the field-of-regard of at least one sensor in the SBSS network. This is because, as observed in an earth-fixed coordinate frame, objects in geosynchronous orbit appear to be immobile. For objects in non-geosynchronous orbits, the assumption of immobility no longer holds and performance of the proposed approach significantly degrades.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$H_{\text{max}, t_f}$</th>
<th>$J(t_f)$</th>
<th>$n_m$</th>
<th>$n_f$</th>
<th>$n_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.68E-2</td>
<td>2.85E-3</td>
<td>64.49</td>
<td>30.99</td>
<td>20.51</td>
</tr>
<tr>
<td>2</td>
<td>5.08E-3</td>
<td>1.7E-4</td>
<td>18.72</td>
<td>12.09</td>
<td>8.48</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>2.55E-5</td>
<td>12.02</td>
<td>7.43</td>
<td>2.91</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4.39E-6</td>
<td>6.41</td>
<td>4.63</td>
<td>2.74</td>
</tr>
<tr>
<td>Sequential</td>
<td>1.18E-3</td>
<td>8.86E-5</td>
<td>9.07</td>
<td>3.98</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Table 5.2: Performance comparison.
5.4.1 Literature Review on SSA

Space Situational Awareness (SSA), that is, the monitoring of activities surrounding in- or through-space operations and the assessment of their implications, has received a great deal of attention in recent years, which was motivated initially by the publication of the Rumsfeld Commission Report [111]. More recently, the needs to keep track of all objects orbiting Earth has greatly increased due to the desire to prevent collisions, increased radio frequency interference, and limited space resources. NASA wants all objects as little as 1 cm to be tracked to protect the International Space Station, which would increase the number of tracked object from 10,000 to over 100,000 [3].

There are multiple decompositions of what SSA represents; from a capabilities point of view, SSA includes such things as:

- the ability to detect and track new and existing space objects to generate orbital characteristics and predict future motion as a function of time;
- monitoring and alert of associated launch and groundsite activities;
- identification and characterization of space objects to determine country of origin, mission, capabilities, and current status/intentions;
- understanding of the space environment, particularly as it will affect space systems and the services that they provide to users; and
- the generation, transmission, storage, retrieval, and discovery of data and information produced by sensor systems, including appropriate tools for fusion/correlation and the display of results in a form suitable for operators to make decisions in a timeframe compatible with the evolving situation.

An excellent summary of the current system used by the United States to perform the detection and tracking functions of SSA, the Space Surveillance Network (SSN), is
Figure 5.9: Planar model of orbital sensor platform.

contained in [88], which includes current methods for tasking the network as well as proposed improvements.

5.4.2 System Model and Dynamics

System Model. Assume a uniform, spherical Earth. Figure 5.9 shows an example of the planar orbital sensor platform for the detection and classification of space objects used in this work.

Consider a network of $N_s$ sensors and $N_o$ objects. Let $\mathcal{S} = \{\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_{N_s}\}$ represent the set of sensors, that is, an entity that will accept the detection and classification tasks and will produce data and information. Let $\mathcal{O} = \{\mathcal{O}_1, \mathcal{O}_2, \ldots, \mathcal{O}_{N_o}\}$ represent the set of objects, that is, an entity that is not controllable or able to be tasked, and furthermore which it is desired to establish information about.

The ground-based sensors are stationary with respect to an earth-fixed frame. The
dynamics of motion for ground-based sensors are as follows:

\[ \dot{r}_s^i = 0, \quad \dot{\theta}_s^i = \omega_E, \] 

where \( r_s^i \) and \( \theta_s^i \) are the polar coordinates centered at the Earth for sensor \( i \), and \( \omega_E \) is the Earth’s angular velocity. The space-based sensors follow Keplerian motion with the dynamics in polar form given by

\[ \dot{r}_s^i = \sqrt{\frac{\mu}{a_s^i(1 - (e_s^i)^2)}} e_s^i \sin(\theta_s^i - \omega_s^i), \]
\[ \dot{\theta}_s^i = \sqrt{\frac{\mu}{a_s^i(1 - (e_s^i)^2)}} \frac{1 + e_s^i \cos(\theta_s^i - \omega_s^i)}{r_s^i}, \]

where \( \mu \) is the Earth’s gravitational parameter and equals to \( 398,600 \text{km}^3/\text{s}^2 \), \( a_s^i \) is the semi-major axis, \( e_s^i \) is the eccentricity, \( \omega_s^i \) is the argument of perigee, and \( \theta_s^i - \omega_s^i \) gives the true anomaly.

All objects to be detected and classified are assumed to be in orbit, and thus

\[ \dot{r}_o^j = \sqrt{\frac{\mu}{a_o^j(1 - (e_o^j)^2)}} e_o^j \sin(\theta_o^j - \omega_o^j), \]
\[ \dot{\theta}_o^j = \sqrt{\frac{\mu}{a_o^j(1 - (e_o^j)^2)}} \frac{1 + e_o^j \cos(\theta_o^j - \omega_o^j)}{r_o^j}, \quad j \in \mathcal{O}. \]

Here the mission domain \( \mathcal{D} \subset \mathbb{R}^2 \) is defined as the planar space domain from the Earth’s surface up to an altitude higher than the geosynchronous orbit in which objects to be found and classified are located. The domain is discretized in polar coordinates as shown in Figure 5.9. Define \( r_o^j = (r_o^j, \theta_o^j) \) as the polar position of object \( j \).

This work focuses on the detection and classification of objects located in geosynchronous orbits, and hence the ternary state \( \mathcal{X}(\tilde{c}) \) introduced in Section 5.3.1 is invariant.
with respect to time. For objects not in geosynchronous orbit, \( X(\hat{c}) \) will change with time as objects enter and leave cells. Hence, the actual state with respect to every cell \( \hat{c} \) becomes a random process. To emphasize this time dependence, the state will be denoted by \( X_t(\hat{c}) \).

**Sensor Model.** Assume that the sensors are simple range-angle sensors [34]. First define

\[
\begin{align*}
\rho(r^s_i, r^o_j) &= ||r^s_i - r^o_j||, \\
\psi(r^s_i, r^o_j) &= \cos^{-1}\left( \frac{r^s_i \cdot (r^s_i - r^o_j)}{r^s_i \|r^s_i - r^o_j\|} \right).
\end{align*}
\]

For the sake of brevity, the following shorthand notation will be used \( \rho_{ij} \triangleq \rho(r^s_i, r^o_j) \) and \( \psi_{ij} \triangleq \psi(r^s_i, r^o_j) \).

For each sensor \( i \in A \), define its maximum range as \( \Upsilon_i \) and its maximum angle span as \( \Psi_i \). The sensors are restricted to generate data only within a limited field-of-regard, e.g., an area around the sensor’s position that it can effectively detect and classify objects within. Denote this area as \( \Gamma_i \) and define its boundary as the area swept out by a ray of length \( \Upsilon_i \) relative to the sensor’s current position and an angle \( \Psi_i \) measured in both directions from the local vertical direction at the sensor location. Thus

\[
\Gamma_i = \{ r = (r, \theta) : \rho(r^s_i, r) \leq \Upsilon_i \text{ and } \psi(r^s_i, r) \leq \Psi_i \}. \tag{5.22}
\]

These quantities are illustrated in Figure 5.10. For ground-based sensors, which are limited by the local horizon, \( -\frac{\pi}{2} \leq \Psi_i \leq \frac{\pi}{2} \). For space-based sensors, assuming they are allowed to arbitrarily re-orient their sensor payloads, would allow \( -\pi \leq \Psi_i \leq \pi \). Each sensor is assumed to have a ternary discrete probability distribution within its sensory area \( \Gamma_i \). Same detection probability is assumed everywhere within \( \Gamma_i \). Despite this, the simple
Communication Model. Two sensors can communicate with each other if they are within the communication region of one another and a line of sight between them exists. The neighbors of a sensor $i$ are all sensors within the communication region $\Gamma_i^c$ of $i$. $\Gamma_i^c$ can be modeled in a similar way as the sensor’s field-of-regard $\Gamma_i$ given by Equation (5.22). Assume that the communication link is error free whenever a channel is established. Future work will focus on the case where the communicated state is subject to communication channel errors.

In this work, whenever a communication link between two sensors is established, each sensor is assumed to have access to all the current observations from its neighboring sensors. Any previous observation from sensor $i$’s neighbors in set $G_i(t)$ at the current time step does not contribute to the state estimate associated with it at that time instant. The sensor updates its state estimate through data fusion (to be discussed soon) and makes a decision based on the posterior. Another fusion technique that one can apply is the decision fusion approach [14, 128]. Each sensor sends its neighbors a local decision derived by independent processing of its own observation. Some optimal decision rule

Figure 5.10: Model for the range-angle sensor.

range-angle sensor model presented here is consistent with the limited-range vision-based sensor model considered in Section 2.2.3.1.
is then used to fuse these local decisions. Due to the relatively lower amount of data to be transmitted, the decision fusion technique results in lower communication cost and higher data quality. Future work will extend the current results to an optimal decision fusion framework.

### 5.4.3 Decision-Making for Detection and Classification in Space

The ternary Bayesian sequential risk analysis developed in Section 5.3 is used as the decision-making strategy for detection and classification of space objects. The observation cost $c_{\text{obs}} > 0$ is assigned each time the sensor makes a new observation. This is because when a sensor makes an observation it is active and that withdraws power, which is a valuable resource, from the satellite. When all cells within a sensor domain are satisfactorily decided upon, the sensor can then be put in standby mode to save energy. In future work, when allow for the sensors to be non-omnidirectional and have control over the look direction of the sensor, $c_{\text{obs}}$ will include both energy costs and costs associated with observing one group of cells at the cost of ignoring others.

Bayes’ rule is employed to update the probability of object absence ($X(\hat{c}) = 0$), object having Property ‘F’ ($X(\hat{c}) = 1$), or object having Property ‘G’ ($X(\hat{c}) = 2$) associated with a particular sensor $\mathcal{V}_i$ at cell $\hat{c}$, based on observation taken by sensors in the set $\mathcal{G}_i(t)$ through intermittent communications.

Consider the Bayesian probability update equations given an observation sequence $\tilde{Y}^i_t(\hat{c}) = \{ \mathcal{V}_j \in \mathcal{G}_i(t) : Y_{j,t}(\hat{c}) \}$ available to sensor $i$ at time step $t$. According to Bayes’ rule, for each $\hat{c}$, it follows that

$$P_i(X(\hat{c}) = k|\tilde{Y}^i_t(\hat{c}); t + 1) = \eta_i P_i(\tilde{Y}^i_t(\hat{c})|X(\hat{c}) = k) P_i(X(\hat{c}) = k; t), \; k = 0, 1. \; (5.23)$$

Section 2.4.5.1 in Chapter 2 gives the detailed derivation and final expression for the
above Bayes update equation. The information entropy function $H_i$ (5.16) is used to measure the uncertainty level of object detection and classification. Here the subscript $i$ is used to indicate that this level of uncertainty is associated with vehicle sensor $V_i$.

The ground-based sensors take observations at certain fixed cells within their sensory area, while the space-based sensors follow the motion dynamics given by Equation (5.19) and travel through different cells with time. When a space-based sensor $V_i$ leaves a cell, whether it made a decision or not, the uncertainty level $H_i$ at this cell remains constant until the sensor comes back when possible. This is repeated until the uncertainty of the cell is within a small neighborhood of zero, i.e., when the detection and classification task is completed.

### 5.4.4 Simulation Results

Figure 5.11 shows the initial deployment of the space system architecture used in this simulation. The Earth is indicated by the green solid disc located at the origin of the polar coordinate system. The radius of the geosynchronous orbit $r_{GEO} = 42,157$ km is represented by the green circle. Discretize the space extending from the Earth’s surface up to an altitude of 43,629 km into 120 cells as shown in the figure. One space-based sensor and four ground-based sensors are indicated by the blue stars. The magenta ellipse shows the orbital trajectory of the orbiting sensor 1. For the sake of simplicity in the simulation, it is assumed that $\Gamma_c = \Gamma$ for all sensors and are indicated by the yellow areas. The sensors communicate with each other and fuse their observations whenever they are within each other’s communication region. The objects to be detected and classified are indicated by the diamond shapes, where the objects having Property ‘F’ are in black, and the object having Property ‘G’ is in red.

The orbital motions of the sensors and objects in the space system are simulated for 2 sidereal days. Figure 5.12(a) shows the probability of object 1 on geosynchronous orbit
Figure 5.11: Space system architecture.

(cell 19) having property ‘G’ \( P_1(X(\tilde{c}) = 2|\bar{Y}_t^1; t + 1) \) and its corresponding uncertainty function \( H_1(P_1(\tilde{c}_{19}, t)) \) associated with the space-based sensor 1. Figure 5.12(b) shows \( P_2(X(\tilde{c}) = 2|\bar{Y}_t^2; t + 1) \) and \( H_2(P_2(\tilde{c}_{19}, t)) \) associated with the ground-based sensor 2. Because object 1 is constantly within the field-of-regard of sensor 2, the probability and uncertainty converge very quickly as shown by Figure 5.12(b). The space-based sensor 1 does not pass through cell 19 until after 1 day 11 hours and 37 minutes, hence the probability and uncertainty begin to evolve right after that time instant and also converge as shown by Figure 5.12(a).

Figure 5.13 shows the probability of object 2 on the geosynchronous orbit (cell 59) having property ‘F’ \( P_1(X(\tilde{c}) = 1|\bar{Y}_t^1; t + 1) \) and its corresponding uncertainty function \( H_1(P_1(\tilde{c}_{59}, t)) \) associated with the space-based sensor 1. Note that the space satellite 1 is the only sensor that can have view of \( O_2 \) in the SBSS network. Because \( O_2 \) enters its field-of-regard after 3 hours 50 minutes, the probability and uncertainty converge after that as shown by Figure 5.13. From the above results, it is shown that the objects on geosynchronous orbit can be detected and satisfactorily classified under the proposed
Now investigate the performance for objects on non-geosynchronous orbits. For example, object 3 has entered and left cell 61 (within sensor 1’s field-of-regard) and cell 41 (within sensor 3’s field-of-regard) during the entire period. Figure 5.14(a) shows the probability of object absence $P_1(X(\tilde{c}) = 0|\tilde{Y}_t^1; t+1)$ at cell 61 and the corresponding uncertainty function $H_1(P_1(\tilde{c}_{61}, t))$ associated with the space-based sensor 1. Figure 5.14(b) shows $P_3(X(\tilde{c}) = 0|\tilde{Y}_t^3; t+1)$ and $H_3(P_3(\tilde{c}_{41}, t))$ associated with the ground-based sensor 3 at cell 41. Because object 3 is not on GEO orbit, its position varies with respect to any discretized cell. The probability of object absence is decreased whenever an object passes through the cell within a sensor’s field-of-regard and increases when the object is out of sight as shown by Figure 5.14. Once the probability of object absence approaches
Figure 5.14: Detection and classification results of $V_1$ and $V_3$ for $O_3$.

Figure 5.15: Detection and classification results of $V_1$ and $V_5$ for $O_4$.

1 at a cell, it will not decrease any more even if an object passes through it. Figure 5.15 shows similar results for object 4, which is also not on GEO orbit. Therefore, as anticipated, it is concluded that the proposed method does not guarantee good performance for the detection and classification of non-geosynchronous objects which are mobile as viewed from an Earth-fixed frame. A nonidentity transitional probability matrix for a dynamic Markov chain will be used to model the object mobility in future work.
Chapter 6

Risk-Based Sensor Management for Integrated Detection and Estimation

The previous chapters discuss both deterministic and probabilistic decision-making strategies for domain search and object classification given limited sensory resources. In particular, risk-based sequential analysis is presented for the detection and classification of unknown objects of interest, where the states of object existence and its classification are treated as discrete random variables. This chapter develops an optimal sensor management scheme for integrated detection and estimation under limited sensory resources in the presence of uncertainties. This work involves both hypothesis testing for discrete random variables and estimation for continuous random variables. Based on Bayesian sequential detection for discrete random variables introduced in Chapter 5, the results are extended to Bayesian sequential estimation for continuous random variables. Both parts are integrated into a unified risk-based decision-making scheme, which facilitates optimal resource allocation across multiple tasks that are competing for the same limited sensory resources. The objective is to effectively detect and satisfactorily estimate every unknown state of interest within a mission domain while minimizing the risk associated with the
sensing allocation decisions.

The organization of this chapter is as follows. Section 6.1 reviews the literature on sensor management and summarizes the contribution of this chapter. Next, a brief review of the Bayesian sequential detection for discrete random variables is provided in Section 6.2. Its extension to Bayesian sequential estimation for continuous random variables is developed in Section 6.3. The expressions in Section 6.2 is reformulated to be consistent with Section 6.3. Sections 6.4 and 6.5 present the key results of this chapter. In Section 6.4, the Bayesian sequential detection and estimation methods are extended to multiple elements (cells for detection, process for estimation). A risk-based sensor management scheme for integrated detection and estimation of multiple elements is developed in Section 6.5. Measures of expected information gain for both detection and estimation are also discussed. The Rényi information divergence is introduced as a measure of the relative information loss, which is used to define the dynamic observation cost, in making a suboptimal sensor allocation decision. In Section 6.6, a numerical simulation is presented to confirm the effectiveness of the proposed sensor management scheme.

### 6.1 Introduction

In the realm of sensor network management, detection and estimation in the presence of uncertainties in both sensing and process dynamics are challenging tasks. Applications include but are not limited to using UAVs for fire detection and temperature estimation in aerial wild fire control [102], aerial search and tracking [82], space situational awareness (SSA) for the detection and categorizing of critical space objects [141], and chemical leak detection and concentration estimation in emergency responses to Chemical, Biological, Radiological and Nuclear, Explosive (CBRNE) incidents. In aerial wild fire control, for example, given limited sensing capabilities, the prompt detection of multiple distributed
fire sources and the accurate estimation of the heat equation that governs the fire are key to mission success\(^1\). It is crucial to manage sensors in a way such that detection and estimation tasks are effectively assigned across search domain partitions and the detected processes to be estimated. This is especially true when the sensing resources are limited. More specifically, it is assumed that the sensors used for detection are the same ones used for estimation, albeit operated in different sensing modes. At every point in time, the sensor has to judge whether the currently available information is enough to make a detection or estimation decision. Once such a decision is made, a specification of where to search or what to estimate at the next time step has to be made. Considering the very limited sensory resources, these decisions need to be made in order to minimize risk, i.e., the optimal tradeoffs between the desired detection/estimation accuracy and the sensing costs paid to achieve it.

There is a rich literature on sensor management and task allocation. Among many other ad hoc architectures, one large category utilizes market-based auction algorithms for multi-robot coordination and task allocation (see [19, 45, 118] and references therein). In that literature, the proposed algorithms are deterministic rules assuming perfect sensing and communication links. The auction decisions across different tasks do not compete for sensory and/or communications resources. Another category of sensor management for multi-target tracking is driven by information theoretic measures [52, 70, 80]. The problem is formulated in a Bayesian framework and the sensor scheduling depends on the corresponding expected gain in information. However, the objective in these approaches is to maximize the expected information gain, or equivalently, to minimize the information uncertainty, by optimally selecting the targets to be tracked. Hence, the risk (i.e., the expected costs of the allocation decisions) associated with different sensing actions is not

\(^1\)If the process represents an object’s position and velocity dynamics as in the domain search and object tracking problems, then it is assumed that the object can not leave its search domain partition. Future work will extend the results to the detection and tracking of mobile objects that move from one partition to another.
taken into account.

Chapter 5 investigates the problem of object search and classification treated as two competing tasks, which only requires the detection with respect to discrete random variables based on the assumption of stationary objects. For the integrated detection and estimation problem presented in this chapter, a single or multiple sensors are used to perform the detection of discrete random variables concurrently with the estimation of some other continuous random variables. First, the Bayesian sequential detection is utilized to address the detection problem. For estimation, the Bayesian sequential detection is extended to the Bayesian sequential estimation for continuous random variables [46]. The risk analysis for integrated detection and estimation requires the comparison of expected information gains for a hybrid mix of discrete (for detection) and continuous (for estimation) random variables. Here, the Rènyi information measures [52, 108] is used to model the information gained by making a certain sensor allocation decision. The relative information loss in making a suboptimal allocation decision is used to define the dynamic observation cost.

The main contribution of this chapter is the integration of Bayesian sequential detection and estimation for a risk-based sensor management scheme given limited sensory resources and uncertainties in both state and observation models.

### 6.2 Bayesian Sequential Detection

#### 6.2.1 Problem Formulation

Denote the existence state as $X$, which is equal to 1 if a process exists within a given region and 0 if no process exists. The existence state $X$ is modeled as a discrete-time, time independent Markov chain, where the transitional probability matrix is given by the
identity matrix since it is assumed that the processes are with restricted mobility within the domain partition they occupy. Let $Y_i$ be the observation random variable. The Bernoulli type sensor model in Section 2.4.1 is used with detection probability $\beta$.

Denote the probability of process existence by $\text{Prob}(X = 1; t) \equiv p_t$. Let $\tilde{p}_{t+1} \equiv \text{Prob}(X = 1; t + 1|Y_{1:t})$ be the predicted conditional probability and $\hat{p}_t \equiv \text{Prob}(X = 1; t|Y_{1:t})$ be the updated conditional probability. The notation $\hat{c}$ is omitted in $X(\hat{c})$ with the understanding that the state is associated with an element (cell for detection in this section and object for estimation). Assuming identity transitional probability matrix, the following prediction step holds:

$$\tilde{p}_{t+1} = \hat{p}_t. \quad (6.1)$$

At time $t$, the update step is as follows:

$$\hat{p}_t = \begin{cases} \frac{\beta \tilde{p}_t}{(1-\beta)(1-p_t)+\beta \tilde{p}_t} & \text{if } Y_t = 1 \\ \frac{(1-\beta)\tilde{p}_t}{\beta(1-p_t)+(1-\beta)\tilde{p}_t} & \text{if } Y_t = 0 \end{cases}. \quad (6.2)$$

This is consistent with Equation (2.33).

6.2.2 Bayesian Sequential Detection

The goal of Bayesian sequential detection is to determine the actual state of process existence $X$ with minimum risk given a sequence of observations up to time $t$. The Bayesian sequential detection method in Chapter 5 is used here. Below, a brief review of the method is given, however, with the formulation consistent with the Bayesian sequential estimation method to be developed in Section 6.3. A set of simulation results are also provided to study the characteristics of the proposed method.
6.2.2.1 Decision Cost Assignment

First introduce the hypotheses: \( \mathcal{H}_0 \): the null hypothesis that \( X = 0 \); and \( \mathcal{H}_1 \): the alternative hypothesis that \( X = 1 \). Define the cost of accepting hypothesis \( \mathcal{H}_i \) when the actual existence state is \( X = j \) as \( C_{ij} \). Using a Uniform Cost Assignment (UCA), the decision cost matrix is modified as follows

\[
C_{ij} = \begin{cases} 
0 & \text{if } i = j, \\
c_d(\tau) & \text{if } i \neq j,
\end{cases} \quad \tau \geq 0,
\]

where \( c_d(\tau) > 0 \) is the cost of making the wrong detection decision at time \( \tau \geq 0 \) indicating the number of observations. To be consistent with the Bayesian sequential estimation method developed later, here the deterministic decision rule \( \Delta \) is renamed as the detection estimator \( \hat{X}_{t+\tau} \). It maps a sequence of observations \( Y_{1:t+\tau} \) into a decision to accept \( \mathcal{H}_0 \) or \( \mathcal{H}_1 \), \( \tau \geq 0 \). Let the notation \( C(\hat{X}_{t+\tau}(Y_{1:t+\tau}), X_{t+\tau}) \) denote the cost of using estimator \( \hat{X}_{t+\tau} \) given that the actual state of existence at time \( t + \tau \) is \( X_{t+\tau} \).

6.2.2.2 Detection Decision-Making

Restricting \( \tau \leq 1 \), there ends up to be six possible detection estimators and their corresponding Bayes risks \( r \) follow the procedures provided in Section 5.2.2:

\[
\begin{align*}
 r(\hat{X}^1_t, \tau = 0) &= c_d(0)\hat{p}_t. \quad (6.3) \\
r(\hat{X}^2_t, \tau = 0) &= c_d(0)(1 - \hat{p}_t). \quad (6.4) \\
r(\hat{X}^1_{t+1}(Y_{t+1}), \tau = 1) &= c_d(1)\bar{p}_{t+1} + c_{\text{obs}}. \quad (6.5) \\
r(\hat{X}^2_{t+1}(Y_{t+1}), \tau = 1) &= c_d(1)(1 - \bar{p}_{t+1}) + c_{\text{obs}}. \quad (6.6) \\
r(\hat{X}^3_{t+1}(Y_{t+1}), \tau = 1) &= c_d(1)(1 - \beta) + c_{\text{obs}}. \quad (6.7) \\
r(\hat{X}^4_{t+1}(Y_{t+1}), \tau = 1) &= c_d(1)\beta + c_{\text{obs}}. \quad (6.8)
\end{align*}
\]
The goal is to choose a combination of $\hat{X}_{t+\tau}$ and observation number $\tau$ that minimizes the Bayes risk. That is, the optimal decision is the one that gives the minimum risk:

$$r^*(\tilde{p}_{t+\tau}) = \min_{\hat{X}_{t+\tau}, \tau} r(\hat{X}_{t+\tau}(Y_{t+\tau}), \tau).$$

Here, $r(\hat{X}_1^1, \tau = 0)$ and $r(\hat{X}_2^2, \tau = 0)$ correspond to making a detection decision at current cell without any further observation. Equations (6.5)-(6.8) correspond to postponing the decision and taking one more observation.

### 6.2.2.3 Simulation Results

In this section, the proposed optimal detection method is studied by varying the initial prior $\tilde{p}_0$, sensor detection probability $\beta$, and observation cost $c_{obs}$, respectively. The actual state of existence is assumed to be $X = 1$ and random binary observations are taken. For every parameter choice, 30 simulations were run.

**Varying Initial Prior Probability**  
Figure 6.1(a) shows the minimum Bayes risk curve with $\beta = 0.6$, $c_{obs} = 0.05$ and $c_d(0) = 1$, $c_d(1) = 0.3$ under different choices of initial priors $\tilde{p}_0 = 0.2$, 0.5, 0.7. Figure 6.1(b) shows the updated probability $\tilde{p}_t$ as a function of time with initial prior probability 0.2 (red), 0.5 (blue), and 0.7 (green), respectively. The two magenta horizontal lines correspond to the threshold probabilities $\pi_L$ and $\pi_U$. Table 6.1 summarizes the statistical results of the simulation. Note that the minimum Bayes risk is the same in all the cases because the initial prior probability does not affect the value of the Bayes risk functions. Comparing the results, it can be seen that with a relatively better knowledge of $X$ initially, the number of missed detections is lower and optimal decisions are made faster on average.
Figure 6.1: Minimum Bayes risk curve and updated probability.

<table>
<thead>
<tr>
<th>( \hat{p}_0 )</th>
<th>( \pi_L )</th>
<th>( \pi_U )</th>
<th>( E[\hat{p}_t] )</th>
<th>Prob(missed detection)</th>
<th>Avg. observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.0714</td>
<td>0.9286</td>
<td>0.7330</td>
<td>16.67%</td>
<td>31.7667</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0714</td>
<td>0.9286</td>
<td>0.9151</td>
<td>3.33%</td>
<td>33.0667</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0714</td>
<td>0.9286</td>
<td>0.9169</td>
<td>3.33%</td>
<td>29.1333</td>
</tr>
</tbody>
</table>

Table 6.1: Varying initial prior probability.

**Varying Sensor Detection Probability** Table 6.2 summarizes the statistical results of varying \( \beta \). Other parameters are set as \( \hat{p}_0 = 0.5 \), \( c_{\text{obs}} = 0.05 \) and \( c_d(0) = 1 \), \( c_d(1) = 0.3 \). As can be seen in Table 6.2, a sensor with a very high detection probability \( (\beta = 0.8) \) or a very low detection probability \( (\beta = 0.3) \) outperforms a sensor with a value of \( \beta \) close to 0.5 and makes an optimal decision faster on average. This is because the proposed method depends on the sensor model. If the sensor quality is low, the optimal decision will be to accept the hypothesis that is opposite to the observed value of \( Y \). However, if the detection probability is close to 0.5, i.e., the sensor returns a true or false observation with equal probability, more observations need to be taken before an optimal decision with minimum risk can be reached.

**Varying Observation Cost** Table 6.3 summarizes the statistical results of varying \( c_{\text{obs}} \). Other parameters are set as \( \hat{p}_0 = 0.5 \), \( \beta = 0.6 \) and \( c_d(0) = 1 \), \( c_d(1) = 0.3 \). As can be seen
in Table 6.3, with lower observation cost, the threshold probability is close to either 0 or 1, which implies that the sensor tends to take more observations until it reaches higher confidence level and ends up with more correct optimal decisions on average.

### 6.3 Bayesian Sequential Estimation

#### 6.3.1 System Model: Single Sensor and a Single Process

In this section Bayesian risk analysis tools is developed for sequential Bayesian estimation. Consider a linear system for a continuous random variable, which satisfies the discrete-time Markov chain model:

\[
\begin{align*}
    x_{t+1} &= F_t x_t + v_t, \\
    y_t &= H_t x_t + w_t,
\end{align*}
\]

where the first equation defines the evolution of the process state sequence \( \{x_t \in \mathbb{R}^n, t \in \mathbb{N}\} \), \( F_t \in \mathbb{R}^{n \times n} \) is the process state matrix, \( \{v_t \in \mathbb{R}^n, t \in \mathbb{N}\} \) is the i.i.d. Gaussian process noise sequence with zero mean and positive semi-definite covariance \( Q_t \in \mathbb{R}^{n \times n} \),
\{y_t \in \mathbb{R}^m, t \in \mathbb{N}\} is the measurement sequence, \(H_t \in \mathbb{R}^{m \times n}\) is the output matrix, and \(\{w_t \in \mathbb{R}^m, t \in \mathbb{N}\}\) is the i.i.d. Gaussian measurement noise sequence with zero mean and positive definite covariance \(R_t \in \mathbb{R}^{m \times m}\). The initial condition for the process state is assumed Gaussian with mean \(\bar{x}_0\) and positive definite covariance \(P_0 \in \mathbb{R}^{n \times n}\). It is assumed that the initial process state, process noise, and measurement noise are all uncorrelated.

### 6.3.2 Sequential State Estimation

In sequential estimation decision-making, it will be assumed that a suitable estimator has been constructed (here will use the Kalman filter) and the only decision to be made is whether to accept the estimate as the true state (and, hence, stop taking additional measurements) or to take (at least) one more measurement. Hence, the list of decisions are: (1) accept the estimate and stop taking measurements, and (2) take one more measurement.

### 6.3.3 The State Estimation Problem

For the estimation problem, the Kalman filter will be used since it is the optimal filter for linear Gaussian systems. At time step \(t\), the process state and error covariance matrix prediction equations are given by \[44\]

\[
\bar{x}_t = F_{t-1} \hat{x}_{t-1},
\]

\[
\bar{P}_t = Q_{t-1} + F_{t-1} \hat{P}_{t-1} F_{t-1}^T,
\]  

(6.9)

where \(\hat{x}_{t-1}\) is the process state estimate update at time \(t\) given measurements up to time \(t - 1\) and \(\hat{P}_{t-1}\) is the error covariance update up to time \(t - 1\). The posterior state estimate
is given by:

\[ \dot{x}_t = \bar{x}_t + K_t (y_t - H_t \bar{x}_t), \]  

(6.10)

and the posterior error covariance matrix \( \hat{P}_t \) is given by:

\[ \hat{P}_t = (I - K_t H_t) \bar{P}_t. \]  

(6.11)

In the above equations \( I \) is the identity matrix of dimension \( n \times n \) and \( K_t \) is the Kalman gain:

\[ K_t = \bar{P}_t H_T \left( H_t \bar{P}_t H_T + R_t \right)^{-1}. \]  

(6.12)

6.3.3.1 Estimation Error Cost assignment

Let \( x^e_t(y_t) \) be an estimator, i.e., computed estimate, of the actual process state \( x_t \) based on observation \( y_t \). Omit the dependence on \( y_t \) for notational brevity. Define the cost of accepting the estimate \( x^e_t \) given the actual process state \( x_t \) as \( C(x^e_t, x_t) \). Set \( C(x^e_t, x_t) = c_e(\tau) \|x^e_t - x_t\|^2 \) (quadratic cost with \( c_e(\tau) > 0 \) being some \( \tau \)-dependent cost value and \( \tau \geq 0 \) indicating the number of future observations), or the Uniform Cost Assignment:

\[
C(x^e_t, x_t) = \begin{cases} 
0 & \|x^e_t - x_t\| \leq \varepsilon \\
\epsilon_e(\tau) & \|x^e_t - x_t\| > \varepsilon 
\end{cases}
\]  

(6.13)

where \( \varepsilon > 0 \) is some preset small interval. In this work, for \( x^e_t \), the updated Kalman Filter estimate \( \dot{x} \) is used.
### 6.3.3.2 Estimation Decision-Making

At time $t$, after making a measurement $y_t$, if it is decided not to take any more measurements, the Bayes risk is defined as the expected value (over all possible realizations of the process state, conditioned on all previous measurements) of the cost of choosing the estimate $\hat{x}_t$:

$$r(\hat{x}_t, \tau = 0) = E_{x_t|y_1:t}[C(\hat{x}_t, x_t)] = \int C(\hat{x}_t, x_t)p(x_t|y_1:t)dx_t. \quad (6.14)$$

If assuming a quadratic cost assignment, it follows that

$$r(\hat{x}_t, \tau = 0) = \int c_e(0)\|\hat{x}_t - x_t\|^2p(x_t|y_1:t)dx_t = \int c_e(0) \sum_{i=1}^n (\hat{x}_i^t - x_i^t)^2p(x_t|y_1:t)dx_t = c_e(0)\text{Tr}\left[\hat{P}_t\right],$$

where $c_e(0) > 0$ is the estimation cost when the sensor does not take an observation (i.e., $\tau = 0$), and $\hat{x}_i^t$ and $x_i^t$ are the $i_{th}$ component of $\hat{x}_t$ and $x_t$, respectively.

The (expected) risk associated with taking more observations ($\tau \geq 1$) also needs to be computed. Since there are no measurements over time period $t + 1 : t + \tau$ yet, define the conditional risk, $R_{x_{t+1:t+\tau}}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau)$ over all possible measurement realizations over $t + 1 : t + \tau$ given the process state $x_{t+\tau}$ at time $t + \tau$ as

$$R_{x_{t+1:t+\tau}}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau) = E_{y_{t+1:t+\tau}|x_{t+1:t+\tau}}[C(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), x_{t+\tau})] + \kappa \tau c_{\text{obs}}$$

$$= \int C(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), x_{t+\tau})p(y_{t+1:t+\tau}|x_{t+1:t+\tau})dy_{t+1:t+\tau} + \kappa \tau c_{\text{obs}},$$

where $\kappa > 0$ is some scaling parameter. The Bayes risk is defined as the weighted conditional risk $R_{x_{t+1:t+\tau}}$, weighted by the predicted density function $p(x_{t+1:t+\tau}|y_{1:t})$ at
If choosing a quadratic error cost assignment, the Bayes risk is given by

$$
\begin{align*}
\hat{r}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau) &= E_{x_{t+1:t+\tau}|y_{1:t}} [R_{x_{t+1:t+\tau}}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau)] \\
&= \int R_{x_{t+1:t+\tau}}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau) p(x_{t+1:t+\tau}|y_{1:t}) dx_{t+1:t+\tau} \\
&= \int_{-\infty}^{\infty} p(x_{t+1}|x_{t+2:t+\tau}, y_{1:t+\tau}) dx_{t+1} \cdots p(x_{t+\tau-1}|x_{t+\tau}, y_{1:t+\tau}) dx_{t+\tau-1} \\
&\quad \cdot C(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), x_{t+\tau}) p(x_{t+\tau}|y_{1:t+\tau}) dx_{t+\tau} p(y_{t+1:t+\tau}|y_{1:t}) dy_{t+1:t+\tau} + \kappa \tau c_{\text{obs}}. 
\end{align*}
$$

If choosing a UCA, then there is no closed-form expression for $r$ unless the dimension of the process state is one, in which case the Bayes risk is given by

$$
\begin{align*}
\hat{r}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau) &= \int c_e(\tau) \|\hat{x}_{t+\tau} - x_{t+\tau}\|^2 p(x_{t+\tau}|y_{1:t+\tau}) dx_{t+\tau} + \kappa \tau c_{\text{obs}} \\
&= c_e(\tau) \text{Tr} \left[ \hat{P}_{t+\tau} \right] + \kappa \tau c_{\text{obs}}. 
\end{align*}
$$

Note that all the information required to compute $\hat{P}_{t+\tau}$ is available at time $t$.

If choosing a UCA, then there is no closed-form expression for $r$ unless the dimension of the process state is one, in which case the Bayes risk is given by

$$
\begin{align*}
\hat{r}(\hat{x}_{t+\tau}(y_{t+1:t+\tau}), \tau) &= c_e(\tau) \left( 1 - \text{Erf} \left( \frac{\varepsilon}{2 \sqrt{2 \hat{P}_{t+\tau}}} \right) \right) + \kappa \tau c_{\text{obs}}, \quad \tau = 0, 1, 
\end{align*}
$$

where

$$
\text{Erf}(\cdot) = \frac{2}{\sqrt{\pi}} \int_{0}^{\cdot} e^{-t^2} dt
$$

is the error function and $\varepsilon$ is an error bound as indicated in Equation (6.13). For higher-dimension process state under UCA, the computation of $r$ can be performed using Monte Carlo approximation techniques.
Since the optimal filter under linearity and normality assumptions is already determined by the Kalman filter, the only parameter to be optimized over is the observation number $\tau$. The optimal decision corresponds to a particular observation number $\tau^*$ that yields minimum Bayes risk:

$$\tau^* = \arg\min_{\tau} r(\hat{x}_{t+\tau}, \tau).$$

**Remark.**

- Note that the Bayes risk is evaluated over all possible future realizations of the state $x_{t+\tau}$ since the current prior is a sufficient statistic [46].

- Under the quadratic cost assignment, since the Kalman filter is used for estimation, an expression for the estimation risk for $\tau \geq 1$ is easily obtained (Equation (6.16)). However, there is no general formula for detection risk. This is because the optimal estimator for Bayesian sequential detection is unspecified and dynamically chosen in real-time from multiple candidates based on observation values, and is itself a function of the uncertainty in the detection process.

- To be consistent with Bayesian sequential detection, only $\tau = 0, 1$ in Equation (6.16) or Equation (6.17) will be used for estimation.

### 6.3.3.3 Simulation Results

In this section, the Bayesian sequential estimation method is applied on a time-invariant linear process and the performance is studied by varying the process noise covariance $Q$, measurement noise covariance $R$, and observation cost $c_{\text{obs}}$, respectively. UCA is assumed with error bound $\varepsilon = 0.1$. 
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**Varying Process Noise Covariance**  
Figure 6.2 shows the estimation error between the actual process state $x$ and the state estimate $\hat{x}$ under different process noise covariances, where the blue lines correspond to $Q = 0.001$, the red lines correspond to $Q = 0.03$, and the black lines correspond to $Q = 0.5$. The initial mean and covariance of the state is $\bar{x}_0 = 5$ and $P_0 = 1$, respectively. The state matrix is $F = 0.8$, the output matrix is $H = 1$, and the measurement noise covariance is $R = 0.1$. The observation cost is $c_{\text{obs}} = 0.02$. The process estimate gets updated when the sensor takes an observation. In the figure, squares are used to indicate the time steps when observations are taken and switch to circles when observations are no longer being taken. Beyond the switching point, which is indicated by a star, the state estimate is simply propagated without any state updates (since no new observations are made). As seen from the figure, when the process noise is larger, more observations need to be taken before an estimation could be accepted as the actual state with minimum risk.

![Figure 6.2: Estimation error under different Q.](image)

**Varying Measurement Noise Covariance**  
Figure 6.3 shows the estimation error between the actual state $x$ and the estimate of the process $\hat{x}$ under different measurement noise covariances, where the blue line corresponds to $R = 10$, the red line corresponds to $R = 0.1$, and the black line corresponds to $R = 0.01$. The initial mean and covariance
of the state is $\hat{x}_0 = 2$ and $P_0 = 0.8$, respectively. The state matrix is $F = 0.7$, the output matrix is $H = 1$, and the process noise covariance is $Q = 0.01$. The observation cost is $c_{\text{obs}} = 0.01$. As seen from the figure, as the measurement noise gets larger, more observations need to be taken before an estimation with minimum risk is accepted as the optimal decision.

![Figure 6.3: Estimation error under different $R$.](image)

**Varying Observation Cost** Figure 6.4 shows the estimation error between the actual state $x$ and the estimate of the state $\hat{x}$ under different observation costs, where the blue line corresponds to $c_{\text{obs}} = 0.001$, the red line corresponds to $c_{\text{obs}} = 0.01$, and the black line corresponds to $c_{\text{obs}} = 0.1$. The measurement noise covariance is $R = 0.1$ and all other system parameters are the same as those in the case of varying $R$. As seen from the figure, the sensor tends to take more observations before accepting an estimation as the true state when the observation cost is lower.

### 6.4 Extension to Multiple Elements

Now apply the Bayesian sequential detection for a discrete random variable in Section 6.2 to the detection of a possible process at cell $\tilde{c}_j$ in the domain $D$. That is, to determine
if \( X(\tilde{c}_j) = 0 \) or 1. Similarly, the Bayesian sequential estimation for a continuous random variable in Section 6.3 is applied to decide whether to accept the estimates (the updated process state \( \hat{x}_j \)) of every detected process \( \tilde{c}_j \) if the existence state at cell \( \tilde{c}_j \) is \( X(\tilde{c}_j) = 1 \). Here, the discrete state \( X(\tilde{c}_j) = 1 \) could correspond, for example, to the existence of a fire in a forest domain cell with the continuous process to be estimated being a finite dimensional model of the diffusion equation within this cell.

First consider the Bayes detection risks at a cell \( \tilde{c}_j \). The risks associated with making a detection decision at \( \tilde{c}_j \) at the current time step \( t \) do not change in multi-element case because this is the decision associated with cell \( \tilde{c}_j \) itself. Hence, they are the same as Equations (6.3) and (6.4). Given that the sensor is observing \( \tilde{c}_j \) at \( t \), the Bayes risk \( r_k \) associated with observing element \( \tilde{c}_k \) (including the possibility of choosing \( \tilde{c}_j \) again) at the next time step \( t + 1 \) is defined as\(^2\):

\[
r_k(\hat{X}_{k,t+1}(Y_{k,t+1}), \tau = 1) = E_{X_{k,t+1} Y_{k,t+1}}[R_{X_{k,t+1}}(\hat{X}_{k,t+1}(Y_{k,t+1}), \tau = 1)], \quad (6.18)
\]

\(^2\)Here the subscript \( j \) is added to emphasize the current cell \( \tilde{c}_j \) while the equations follow the same formulations as in Section 6.2.
where the conditional risk is given by:

\[ R_{X_{k,t+1}}(\hat{X}_{k,t+1}(Y_{k,t+1}), \tau = 1) = E_{Y_{k,t+1}|X_{k,t+1}}[C(\hat{X}_{k,t+1}(Y_{k,t+1}), X_{k,t+1})] + c_{k,obs}, \]

where \( c_{k,obs} \) is the observation cost assigned for cell \( \tilde{c}_j \) if it decides to take an observation at element \( \tilde{c}_k \) at the next time step \( t + 1 \). The optimal decision is then to choose a combination of \( \hat{X}_{k,t+\tau}, \tau = 0, 1 \), element \( \tilde{c}_k \) and observation number \( \tau \) that minimizes Bayes risk:

\[ r_{j,\text{min}}^* = \min_{\hat{X}_{j,k,t+\tau}} r_j(\hat{X}_{j,t}, \tau = 0), r_k(\hat{X}_{k,t+1}(Y_{k,t+1}), \tau = 1). \] (6.19)

For the estimation of a detected process \( \tilde{c}_j \), the Bayes risk of not taking any more measurements is the same as Equation (6.14). Next, for process \( \tilde{c}_j \), compute the (expected) risk of taking one more measurement associated with some element \( \tilde{c}_k \):

\[ r_k(\hat{x}_{k,t+1}(y_{k,t+1}), \tau = 1) = \int \int C(\hat{x}_{k,t+1}(y_{k,t+1}), x_{k,t+1}) p(x_{k,t+1}|y_{k,1:t+1}) dx_{k,t+1} p(y_{k,t+1}|y_{k,1:t}) dy_{k,t+1} + \kappa c_{k,obs}. \] (6.20)

If under a quadratic cost assignment, the expected Bayes risk is given by

\[ r_k(\hat{x}_{k,t+1}(y_{k,t+1}), \tau = 1) = c_{e}^k(1) \text{Tr} \left[ \hat{P}_{k,t+1} \right] + \kappa c_{k,obs}, \]

where \( c_{e}^k(1) > 0 \) is the estimation cost with 1 observation associated with element \( k \). If under UCA and assuming a 1 dimensional state, the Bayes risk is given by

\[ r_k(\hat{x}_{k,t+1}(y_{k,t+1}), \tau = 1) = c_{e}^k(1) \left( 1 - \text{Erf} \left( \frac{\varepsilon}{2 \sqrt{2P_{k,t+1}}} \right) \right) + \kappa c_{k,obs}. \]
The Bayesian sequential estimation method finds a particular combination of element \( \tilde{c}_k \) and observation number (\( \tau = 0 \) or \( \tau = 1 \)) that yields the decision with minimum Bayes risk \( r_{j,*}^{*, \min} \) for each given observation.

\[
r_{j,*}^{*, \min} = \min_{k, \tau} \left( r_j(\hat{x}_{j,t}, \tau = 0), r_k(\hat{x}_{k,t+1}, \tau = 1) \right). \tag{6.21}
\]

### 6.5 Risk-based Sensor Management

#### 6.5.1 Problem Statement

In this section, a sensor management scheme is developed for integrated detection and estimation based on Bayesian sequential detection and estimation introduced in Sections 6.2 and 6.3 and their extension to multiple-element case in Section 6.4. Assume that a single sensor is capable of searching cells, and detecting and estimating processes, but not both at the same time. The Bayesian sequential detection and estimation methods are integrated into a unified risk analysis framework such that whenever a sensor chooses among multiple elements (cells for detection, processes for estimation), the resulting decision yields a minimum Bayes risk.

#### 6.5.2 Detection and Estimation Sets

Let \( Q_D(t) \subseteq \mathcal{D} \) be the set of cells for which no detection decision has been made up to time \( t \) (i.e., \( r_{j,*}^{*, \min} \neq r_j(\hat{X}_{j,t}, \tau = 0) \) according to Equation (6.19)) and that are expected to be within the sensor’s coverage area at the next time step \( t + 1 \). Let \( Q_T(t) \) be the set of detected processes (\( X(\tilde{c}_j) = 1 \)) that still need further measurements for an acceptable estimate with minimum risk (i.e., \( r_{j,*}^{*, \min} \neq r_j(\hat{x}_{j,t}, \tau = 0) \) according to Equation (6.21)) and that will be within the sensor’s coverage area at the next time step \( t + 1 \). Let \( Q(t) = ...\)
Let $E(t)$ be the set of all cells in which it has been decided that no processes exist up to time $t$ ($X(\tilde{c}_j) = 0$). Let $T(t)$ be the set of all processes that have the minimum Bayes risk based on all available observations up to time $t$ and for which no further measurements are required (i.e., $r_{j,\text{min}}^* = r_j(\hat{x}_{j,t}, \tau = 0)$ according to Equation (6.21)).

### 6.5.3 Decision List

At some time $t$, a sensor makes one of two types of measurements of an element $\tilde{c}_j$: (1) a detection measurement or (2) an estimation measurement. Based on the decisions made, an element $\tilde{c}_j \in Q(t)$ (the grey dotted ellipse encompassing both $Q_D$ and $Q_T$) can transition between the above mentioned sets at time $t$ as shown in Figure 6.5.

![Element transition](image)

Figure 6.5: Element transition.

In general, there are two main possible transitions:

- The current element $\tilde{c}_j$ is a cell in $Q_D(t)$.

1. Transition arrow 1: If no further observation is required and it is believed that
the cell contains no process (hypothesis $H_0$ is accepted), $\tilde{c}_j$ is removed from $Q_D(t)$ and added to $E(t)$.

2. Transition arrow 2: If no further observation is required and it is believed that the cell contains a process (hypothesis $H_1$ is accepted), $\tilde{c}_j$ is removed from $Q_D(t)$ and added to $Q_T(t)$ as a detected process that needs to be estimated.

3. If more observations are required before making a detection decision, the sensor could either choose to take an observation a) at the current cell $\tilde{c}_j$ (transition arrow 3), b) at another cell $\tilde{c}_k \in Q_D(t+1)$ (transition arrow 3), or c) at another process $\tilde{c}_k \in Q_T(t+1)$ (transition arrow 2). Note that the cell $\tilde{c}_j$ still remains in $Q_D(t+1)$ at the next time step $t+1$.

4. Also note that an element in $E$ can transition back to $Q_D$ (as indicated by the dashed transition arrow 4) if the previous detection result is no longer satisfactory. This also applies to an already detected process in $Q_T$ (dashed transition arrow 5).

- The current element is a process $\tilde{c}_j \in Q_T(t)$.

1. Transition arrow 6: If no further observation is required, i.e., the process yields the minimum Bayes risk and the process estimate is accepted, $\tilde{c}_j$ can be removed from $Q_T(t)$ and added to $T(t)$.

2. If more observations are required before making an estimation decision, the sensor could either choose to take an observation a) at the current process $\tilde{c}_j$ (transition arrow 7), b) at another process $\tilde{c}_k \in Q_T(t+1)$ (transition arrow 7), or c) at another cell $\tilde{c}_k \in Q_D(t+1)$ (transition arrow 8).

3. If the estimation decision associated with process $\tilde{c}_j$ does not give minimum Bayes risk any more, i.e., the process estimate can not be accepted as the true state any longer, this process is marked as “lost” and removed from $Q_T(t)$.
and added to $Q_D(t)$ (dashed transition arrow 5). Moreover, as in detection, an element in $T(t)$ can transition back to $Q_T(t)$ (dashed transition arrow 9) or even $Q_D$ (dashed transition arrow 10) directly if the previous estimated result is no longer acceptable\(^3\).

At time step $t$, after taking an observation at an element $\tilde{c}_j$, if $r^*_j = r^T_j(\tau = 1)$, $k \in Q(t)$, then it is less risky to take more observations than to stop detection or estimation at $\tilde{c}_j$. The sensor is then allocated to element $\tilde{c}_k$ at the next time step $t + 1$.

### 6.5.4 Observation Decision Costs

The observation cost considered in this chapter is the relative loss of information gain that results from making a suboptimal sensor allocation decision. For each sensor allocation decision, associate with it a measure of gain in information. The decision yielding the maximum gain in information gives the optimal sensor allocation scheme and there is no loss. For each suboptimal decision, define the observation cost as the loss of gain in information relative to the optimum. Note that here suboptimal is in the sense of maximizing information gain only (e.g., not suboptimal with respect to risk minimization).

Mathematically, the observation cost associated with element $\tilde{c}_j$ is defined as

$$c_{j,\text{obs}} = E[I_{j^*}] - E[I_j],$$  \hspace{1cm} (6.22)

where $E[I_j]$ is the expected information gain when measuring $\tilde{c}_j$ and $\tilde{c}_{j^*}$ is the element with the highest value of expected information gain.

The Rényi information divergence [108] will be used to compute the gain in infor-\(^3\)For future research, each decision will be associated with a risk function (both solid and dashed arrows shown in Figure 6.5) made at an element in the above sets. The corresponding Bayes risks will be evaluated at every time step. When it is decided that a process should be removed from $Q_T(t)$ to $Q_D(t)$ (or from $T(t)$ to $Q_T(t)$ or $Q_D(t)$), it is because that the Bayes risk associated with this decision is lower than keeping them in their previous sets.
mation when comparing two probability densities, each belonging to either a cell (for
detection) or a detected process (for estimation).

Rényi Information Divergence for Discrete Random Variables For detection, the
divergence is computed between two probability mass functions: the expected posterior
probability mass function \( \{ \hat{p}_{j,t+1}, 1 - \hat{p}_{j,t+1} \} \) (given a measurement made at time \( t + 1 \)) and the predicted probability mass function \( \{ \bar{p}_{j,t}, 1 - \bar{p}_{j,t} \} \) [108]:

\[
I_{j,\alpha} \left( \{ \hat{p}_{j,t+1}, 1 - \hat{p}_{j,t+1} \} \mid \{ \bar{p}_{j,t}, 1 - \bar{p}_{j,t} \} \right) = \frac{1}{\alpha - 1} \log_2 \left( \frac{\hat{p}_{j,t+1}^\alpha}{\bar{p}_{j,t+1}^{\alpha-1}} + \frac{(1 - \hat{p}_{j,t+1})^\alpha}{(1 - \bar{p}_{j,t+1})^{\alpha-1}} \right).
\]

Here \( \alpha = 0.5 \) is used because this choice is reported as being most sensiti
tive to the difference between two probability density functions [54].

If let \( I_{j,\alpha;Y_{j,t+1}=1} \) and \( I_{j,\alpha;Y_{j,t+1}=0} \) denote the Rényi information gain for the two pos-
sible types of sensor outputs at time \( t + 1 \), the expected Rényi information gain is then
given by

\[
E_{Y_{j,t+1}|Y_{j,1:t}} I_{j,\alpha;Y_{j,t+1}} (\hat{p}_{j,t+1} \mid \bar{p}_{j,t+1}) = \sum_{i=0}^{1} \text{Prob}(Y_{j,t+1} = i | Y_{j,1:t}) I_{j,\alpha;Y_{j,t+1}=i}
= \left[ (1 - \beta)(1 - \bar{p}_{j,t+1}|Y_{j,t+1}=1) + \beta \bar{p}_{j,t+1}|Y_{j,t+1}=1 \right] I_{j,\alpha;Y_{j,t+1}=1}
+ \left[ \beta(1 - \bar{p}_{j,t+1}|Y_{j,t+1}=0) + (1 - \beta)\bar{p}_{j,t+1}|Y_{j,t+1}=0 \right] I_{j,\alpha;Y_{j,t+1}=0}.
\] (6.23)

Rényi Information Divergence for Continuous Random Variables For estimation,
the Rényi information divergence at time \( t \) is computed between two probability density
functions: (a) the expected posterior probability density function \( p(x_{j,t+1}|y_{j,t:t+1}) \) after
another (unknown) measurement \( y_{j,t+1} \) is made, and (b) the predicted density \( p(x_{j,t+1}|y_{j,t:t}) \)
given the measurements up to $y_{j,t}$ [52, 108]

\[
I_{j,\alpha} \left( p(x_{j,t+1}|y_{j,1:t+1}) | p(x_{j,t+1}|y_{j,1:t}) \right) = \frac{1}{\alpha - 1} \log_2 \int p(x_{j,t+1}|y_{j,1:t}) \left( \frac{p(x_{j,t+1}|y_{j,1:t+1})}{p(x_{j,t+1}|y_{j,1:t})} \right)^{\alpha} \, d\mathbf{x}_{j,t+1}. \tag{6.24}
\]

For linear Gaussian models combined with a Kalman filter, it follows that [52]:

\[
E_{y_{j,t+1}|y_{j,1:t}} I_{j,\alpha} \left( p_j(x_{t+1}|y_{1:t+1}) | p_j(x_{t+1}|y_{1:t}) \right) = \frac{1}{2(1 - \alpha)} \log \left( \frac{\alpha R_j^{-1} H_j \bar{P}_{j,t+1} H_j^T + I}{\left( R_j^{-1} H_j \bar{P}_{j,t+1} H_j^T + I \right)^\alpha} \right) + \frac{1}{2} \text{Tr} \left[ I - (\alpha R_j^{-1} H_j \bar{P}_{j,t+1} H_j^T + I)^{-1} \right]
\]

### 6.5.5 Solution Approach

Figure 6.6 summarizes the solution algorithm as a general flow chart. At time step $t$, the sensor takes an observation ($Y_{j,t}$ for detection or $y_{j,t}$ for estimation) at the current element $\tilde{c}_j \in Q(t - 1)$. Based on this real-time observation and the prior probability/estimate ($\bar{p}_{j,t}$ for detection or $\bar{x}_{j,t}$ for estimation), the updated (posterior) probability/estimate ($\hat{p}_{j,t}$ for detection and $\hat{x}_{j,t}$ for estimation) and the predicted probability/estimate ($\bar{p}_{j,t+1}$ for detection and $\bar{x}_{j,t+1}$ for estimation) are obtained via a recursive implementation (Bayesian update Equations (6.2) and (6.1) for detection and Kalman filter Equations (6.10)-(6.12) and (6.9) for estimation). Note that the predicted probability/estimate is treated as the prior probability/estimate at the next time step $t + 1$. Then the corresponding Bayes risk are computed, where the updated probability/estimate is used to compute the Bayes risk $r_j(\tau = 0)$ of making a direct detection or estimation decision without taking any further observations (i.e., future observation length $\tau = 0$) (Equation (6.3) or (6.4) for detection and Equation (6.14) for estimation), and the predicted probability/estimate is used to compute the Bayes risk $r_j(\tau = 1)$ associated with taking one more observation ($\tau = 1$) for a possibly better decision (Equations (6.5-6.8) for detection and Equation
Bayesian sequential decision-making is then employed as follows. If the minimum Bayes risk \( r^*_j, \text{min} \) is giving by taking future observations (\( \tau = 1 \)), then the sensor will take an observation at some element \( \tilde{c}_k \in Q(t) \) (including the possibility of choosing \( \tilde{c}_j \)) that minimizes the Bayes risk at the next time step \( t + 1 \) (according to Equation (6.18) for detection and Equation (6.20) for estimation). Otherwise (\( \tau = 0 \)), the sensor makes a detection or estimation decision at \( \tilde{c}_j \), and moves to some \( \tilde{c}_k \in Q(t) \setminus \{\tilde{c}_j\} \) that minimizes the Bayes risk and takes an observation at that element at the next time step \( t + 1 \) (Equation (6.18) for detection and Equation (6.20) for estimation). This process is repeated until a detection or estimation decision can be made at every element in \( Q(t) \).

6.6 Simulation Results

Assume there are \( N_{\text{tot}} = 10 \) cells initially, among which there are 7 processes (Cell 1-7) to be detected and estimated. Both the number of processes and their cell numbers are unknown to the algorithm beforehand. A limited-range sensor is used, which is capable of taking either a detection or an estimation observation on any one cell or process at every time step. The initial predicted probability \( \tilde{p}_{j,t=0} \) for \( j = 3 \) is set to be 0.1 and that for all the other cells is 0.5. The value of the sensor detection probability \( \beta \) associated with each cell follows a Gaussian distribution with mean 0.6 and variance 0.1. The process states are assumed to be time-invariant Gaussian processes with zero mean and positive definite covariance 0.1. Same parameters are used for the processes: \( F = 1, H = 1, R = 1, Q = 0.1 \). For both detection and estimation, UCA is assumed and \( \varepsilon \) is set to be 0.1. The probability of the existence state or the estimate of the process state will be updated when the sensor decides to take a measurement of this element. When there is no observation, either because that a detection/estimation decision has been made at the current element or the sensor decides to
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Figure 6.6: Decision flowchart.
postpone the decision and makes a measurement elsewhere, the probability/estimate is propagated based on the predictions. The decision costs for detection and estimation are $c_d(0) = 1, c_d(1) = 0.3, c_e(0) = 1, c_e(1) = 0.16$. The information gain scaling parameter $\kappa$ is chosen to be 0.06.

**Remark about parameter sensitivity.** Simulation results were very sensitive to parameter choices. Some parameter choices lead to excessive detection observations and others to exhaustive estimations for a single detected process. Future work will focus on the effective scaling of information measures and cost assessment to resolve this issue.

The results of running the algorithm until the stopping criteria is met, i.e., the detection decisions for all cells and estimation decisions for all detected processes are made with minimum Bayes risk, are shown in Figures 6.7 and 6.8. All the processes have been detected and satisfactorily estimated except that there is a missed detection at Cell 4. Figure 6.7 shows the assigned observing cell at each time step according to the proposed integrated decision-making strategy. The green dots represent the detection stopping time when the hypothesis $H_1$ is accepted. The green squares indicate the detection stopping time when the alternate hypothesis $H_0$ is accepted. For example, there is a missed detection at Cell 4, no estimation is performed after the detection decision $X_4 = 0$ is made at time step 137. Note that an already detected process can be estimated before other processes have been detected, however, a process must first be detected before being estimated. Figures 6.8(a), 6.8(b) and 6.8(c) show the actual probability $p_{j,t}$ (blue) and the updated probability $\hat{p}_{j,t}$ (red), the actual process state $x$ (blue) and the estimate of the state $\hat{x}$ (red) for Cell 4, 6, and 8, respectively. Figure 6.8(d) enlarges the estimation performance of Cell 1 during time period 1-300. The horizontal lines in the figure correspond to the moments when the sensor decides to stop taking observations and the estimates of the state propagate based on the predictions ($F = 1$).
Figure 6.7: Observed cell at each time step for the 10-cell problem.

Figure 6.8: Actual and updated probability, actual and estimate of the process state.
Chapter 7

Conclusion and Future Work

In this dissertation, real-time decision-making strategies are investigated for domain search and object classification using MAVs under limited sensory resources over large-scale domains. Domain search is treated as a coverage control problem which aims at constructing a high-confidence awareness map of the entire mission domain. Lyapunov-based, awareness-based, and Bayesian-based dynamic coverage control strategies are introduced in sequence. The proposed Lyapunov-based coverage control law is applied to seafloor mapping using multiple AUVs. Given limited sensory resources, a deterministic awareness-based decision-making strategy is developed, which guarantees the detection of all unknown objects of interest and the classification of each found object by at least a desired amount of time. In order to take into account sensor errors, a probabilistic Bayesian-based decision-making strategy is then developed. To further consider the cost of taking each new observation, a risk-based decision-making strategy based on Bayesian sequential detection method is presented. The binary decision-making strategy is further extended to more general ternary settings. The results are applied to the SSA problem in SBSS systems. Combining both Bayesian sequential detection and its extension to Bayesian sequential estimation, an optimal risk-based sensor management scheme is pro-
posed for integrated detection and estimation. Simulation results are provided to illustrate the performance of the proposed strategies.

A summary of future research directions is as follows.

**Search vs. Tracking Decision-Making for Mobile Objects.** The mobility of the objects may be modeled according to Markov chains with non-identity transition probability matrix. This technique can be used to develop strategies for the search and tracking of space objects on non-geosynchronous orbits in the SSA problem.

**Sequential Risk Analysis.** In cases where no prior information is available, SPRT, Neyman-Pearson, SR and CUSUM based hypothesis testings will be adopted for the risk analysis associated with decision-making. Both centralized and decentralized versions of Bayesian sequential detection and SPRT methods can be developed for sequential detection as well as estimation. The integration of these approaches will provide a general scheme for unified detection and estimation.

**Applications on SSA.** The proposed risk-based sensor management scheme may be applied to the SSA problem by incorporating nonlinear Keplerian spacecraft dynamics. Computationally efficient (approximate) algorithms will be a necessity to tackle the issue of large amount of data raised in this case.

**Vehicle Dynamics.** Vehicle dynamics can also be taken into account into the system model. To be more specific, vehicle motion control strategies for second-order nonlinear vehicle dynamics including motion uncertainties and nonholonomic constraints can be considered. Application of the coverage control laws to underwater sea floor mapping can be modified to incorporate both vehicle dynamics and ocean fluid dynamics.
MAV Decision Fusion. For MAV cooperative decision-making, besides the sensor fusion algorithm introduced in Section 2.4.5, the decision fusion technique offers a more affordable approach for MAV communications. This is because decision fusion only requires the transmission of a made decision from each cooperative vehicle instead of the relatively large amount of observation data for sensor fusion.

Nonlinear Systems. The Bayesian sequential estimation method can be extended to nonlinear systems via, for example, Gaussian sum filters.

Domain Discretization. In this dissertation, it is assumed that the domain discretization is fine enough such that there is at most one object at a single cell. This assumption can be relaxed by allowing more than a single object per cell via target discrimination and data association.

Unknown Environment Geometries. Current work assumes mission domains with known geometries. The problem of unknown environment exploration is of interest for realistic implementations. This problem may be solved by predicting a vehicle sensor’s position at the next time step, which will be utilized to estimate the dynamic search space.

Uncertainty in Vehicle Actions. Besides the uncertainty in sensor perception, the Partially Observable Markov Decision Process (POMDP) may be used to model the uncertainty in the outcomes of vehicle actions. The solution of POMDP yields an optimal action that maximizes the expected rewards.
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